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Social Context in Usability Evaluations:
Concepts, Processes and Products

Janne Jul Jensen

Abstract: This thesis addresses social context of usability evaluations. Context plays an
important role in usability evaluations. A major part of the context of a usability
evaluation is the people involved. This is also often referred to as the social context of
the usability evaluation, and although social context is considered important, only little
research has been done to identify how it influences usability evaluations. In this thesis
I explore how social context affects the process and product of a usability evaluation
and explain the findings in terms of the theory of behaviour settings originating from
environmental psychology.

This thesis consists of five published paper contributions and a summary. In the
summary I motivate three research questions addressing three aspects of social context.
These research questions are answered through a literature review, four laboratory
experiments and a field experiment. Findings from these activities are presented in five
published paper contributions. I furthermore introduce the theory of behaviour
settings as a tool to help characterise the key concepts of social context which, together
with an understanding of usability evaluations, provide the framework spanning my
research. I then present and discuss the research methods applied in my research,
followed by a conclusion on my three research questions including limitations.

The primary results of my research are: 1. Applying the concept of operatives
(single leader, multiple leader and joint leader) and non-operatives (members,
spectators, neutrals and potentials) from the theory of behaviour settings to usability
evaluations generates an understanding and create an awareness of the level of power
possessed by each of the participants in the social context. 2. On the operative level, the
verbalisation and collaboration of multiple leaders in usability evaluations are affected
by acquaintance, and a break down in collaboration or a decrease in verbalisation may
cause the test leader to dynamically switch role during the usability evaluation to
compensate. However, the influence of non-operatives is subject to some uncertainty.
3. A careful composition of social context can successfully support problem
identification. However, problem identification differs between user groups as well as

between usability evaluation setups.
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Social kontekst i brugbarhedsevalueringer:
Begreber, processer og produkter

Janne Jul Jensen

Resumé: Denne afhandling omhandler den sociale kontekst for brugbarheds-
evalueringer. Kontekst spiller en vigtig rolle i brugbarhedsevalueringer. En
betydningsfuld del af konteksten for en brugbarhedsevaluering er de involverede
personer. Disse refereres ogsa ofte til som den sociale kontekst for en
brugbarhedsevaluering, og selvom social kontekst anses for vigtig, er der kun i
begraenset omfang forsket i hvordan den influerer brugbarhedsevalueringer. I denne
afhandlinger undersoger jeg hvorledes social kontekst pavirker processen og
produktet af en brugbarheds-evaluering og forklarer resultaterne i termer af teorien
om behaviour settings som stammer fra environmental psychology.

Denne afhandling bestar af fem publicerede artikelbidrag og en sammenfatning. I
sammenfatningen motiverer jeg tre forskningsspergsmal som adresserer tre aspekter af
social kontekst. Disse forskningssporgsmal besvares gennem et litteraturstudie, fire
laboratorieeksperimenter og et eksperiment i felten. Resultater fra disse aktiviteter
preesenteres i fem publicerede artikelbidrag. Endvidere introducerer jeg teorien om
behaviour settings som et verktej til at karakterisere neglebegreberne for social
kontekst, som, i sammenhaeng med forstaelsen af brugbarhedsevalueringer, ligger til
grund for den struktur der udspender min forskning. Derefter preesenterer og
diskuterer jeg de i forskningen anvendte forskningsmetoder, efterfulgt a en konklusion
pa mine tre forskningsspergsmal samt forskningens begreensninger.

De primeere resultater fra min forskning er: 1. Anvendelsen af operatives (single
leader, multiple leader and joint leader) og non-operatives (members, spectators,
neutrals and potentials) fra teorien om behaviour settings i brugbarhedsevalueringer
genererer en forstaelse og skaber en opmeerksomhed omkring level of power for hver
af deltagerne i den sociale kontekst. 2. P4 operatives niveau pavirkes verbaliseringen
og samarbejdet mellem multiple leaders i brugbarhedsevalueringer af det indbyrdes
kendskab, og et nedbrud i samarbejdet eller en nedgang i verbaliseringen kan medfore
at testlederen dynamisk skifter rolle under brugbarhedsevalueringen for at
kompensere for dette. Dog er pavirkningen fra non-operatives genstand for en vis
usikkerhed. En velvalgt sammenseetning af den sociale kontekst kan succesfuldt
understotte problemidentifikation. Dog varierer problemidentifikationen mellem
forskellige brugergrupper savel som mellem forskellige opseetninger af

brugbarhedsevalueringer.
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1 Introduction

Context plays an important role in usability evaluations. Usability evaluations help
reveal the possible future problems of use in a system, through the involvement of
potential users, solving realistic tasks (Preece et al., 1994). Good usability has become a
competitive factor in many products today and the process of ensuring this has become
an integrated part of the development process often in the form of a usability
evaluation (Rubin, 1994). A usability evaluation is an evaluation of an application,
usually in an artificial recreation of the applications use context. Therefore, the
important and influential aspects of the normal use context should be recreated in the
artificial context of the evaluation (Bevan & Macleod, 1994). However, even when this
is taken into consideration, it is still unclear if and how this artificially created context
influences the use differently than the normal use context would.

To understand what aspects of context to recreate during a usability evaluation, it
is necessary to examine what context is and which aspects it contains. Dey and Abowd
(2000) found that while several different understandings and definitions of context
exist, most agree that context includes physical location. Context is not limited to
physical location though, it can also include such aspects as e.g. cultural context
(Hillier, 2003; Nivala & Sarjakoski, 2003), organisational context (Maguire, 2001; Bevan
& Macleod, 1994), technological context (Jones & Marsden, 2006; Maguire, 2001) or
social context (Jones & Marsden, 2006; Maguire, 2001).

This thesis deals with the social context of usability evaluations. Lacking a
generally accepted definition of social context, a tentative understanding is that the
social context in relations to a user in a usability evaluation comprises people surrounding the
user during evaluation and their relationship with the user. In the remainder of this chapter
I will elaborate further on the concepts usability evaluations and social context and I
will finish the chapter by motivating and presenting the research questions of the

thesis.

1.1 Usability Evaluations

Usability evaluation is an important part of today’s software development process as it
can help improve the usability of systems under development. Usability evaluations
can save money, time and effort if introduced into the process correctly and at the right
time (Nielsen, 1993). The justifying examples are many, but as stated by Rauterberg
(2003) and Bias and Mayhew (1994) the common conclusion is not if usability is cost-

justifiable, but rather by how much.
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A usability evaluation is a process that helps identify possible weaknesses with
regards to a system’s usability through the involvement of actual users. This is done by
having them use the system to help them solve a set of tasks that represent the future
use of the system. The results of a usability evaluation can be presented in different
forms, such as task completion time, subjective workload measurements, error rate or
usability problems. The latter is a frequently used representation of the results of a
usability evaluation (Nielsen, 1993; Wixon, 2003).

Usability evaluations involve a number of activities, e.g. designing tasks that
reflect the future use of the system (Heim, 2008; Rubin, 1994), deciding on a method or
protocol to be used for the evaluation (Dix et al., 2004, Schneiderman, 1998), deciding
what data to collect and how to collect it (Dix et al., 2004, Preece et al., 1994), the
activity of recruiting participants that are representative of the end-user group (Dix et
al., 2004, Preece et al., 2007) and deciding if the evaluation is best done in a usability
laboratory or as a field study (Dix et al., 2004, Heim, 2008).

One of the more predominant discussions is the choice of location for usability
evaluations. Typically, the choice is between evaluating in an artificial setting such as a
laboratory or in a more natural setting through a field evaluation. However, each of
these settings has strengths and weaknesses (Preece et al., 2007; Markopoulos et al.,
2008). An artificial setting supports control but lacks realism (Dix et al., 2004; Leventhal
& Barnes, 2008; Markopoulos et al., 2008; Heim, 2008; Rubin, 1994), whereas a natural
setting supplies realism but makes control more difficult (Preece et al., 2007; Rubin,
1994; Markopoulos et al., 2008; Kjeldskov & Skov, 2003). For each of the settings the
aim is often to benefit from the strengths while minimising the weaknesses. In an
artificial setting this is done through a simulation of context which means recreating
relevant aspects of the use context to the extent possible (Bevan & Macleod, 1994;
Kjeldskov & Skov, 2007; Kjeldskov & Stage, 2004), whereas in a natural setting,
advanced technology increasing unobtrusiveness while maintaining control is often
utilised (Schneiderman, 1998; Preece et al., 2007).

This focus on location for usability evaluations indicates that this aspect of
context is considered important, when choosing which aspects of the use context to
recreate in usability evaluations. Many definitions on context exist but they differ on
content (Dey & Abowd, 2000). Most include location and identity of people nearby
(Schilit & Theimer, 1994; Ryan, 1997; Brown, 1997), but aspects as differing as time
(Ryan, 1997; Brown, 1997), temperature (Brown, 1997) and emotional state (Dey, 1998)
are included in some of the definitions. Some of the most widely quoted and applied
definitions is the one by Dey and Abowd (2000) who state that context is the
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information that characterize the situation of a person, object or location relevant to the
interaction between user and application, and the one by Schilit and Theimer (1994)
stating that context consists of technical environment, user environment and physical
environment. Thus, even though the definitions vary, both of them include some form
of physical, technological and social context as aspects of use context.

However, despite most definitions of context containing other aspects than
location, many research papers recreating use context for usability evaluations still
view use context almost purely as the physical and are therefore mainly concerned
with recreating this aspect during usability evaluations (Kjeldskov & Stage, 2003;
Kjeldskov & Stage, 2004; Nielsen et al., 2006; Po et al., 2004). Others acknowledge social
context as being part of a use context but does not report any results regarding how
social context influences, or what it contributes to the outcome of an evaluation
compared to other aspects of context (Bevan & Macleod, 1994; Chen & Kotz, 2000;
Brooke, 1996).

1.2 Social Context in Usability Evaluations

While previous research studies in usability evaluations have largely focused on the
physical aspects of context in usability evaluations, Jones and Marsden (2006) state that
the social context in a usability evaluation can be equally important. One of the
purposes of creating a social context in usability evaluations is to facilitate effective and
efficient evaluations. Usually, the primary focus is on enabling participants to
successfully think-aloud as think-aloud has been found to be rather challenging and
difficult (Ericsson & Simon, 1993; Nielsen, 1993). Creating a proper social context can
potentially diminish some of these challenges.

Introducing a test leader in usability evaluations can be viewed as an attempt to
create a social context for the participant by having the test leader sitting next to the
participant during the usability evaluation. Rubin (1994) claims that this setup enables
test leaders to catch more details of the participant’s interaction with the system, help
participants during the usability evaluation, and making participants feel less alone.
Thus, under the right circumstances a good test leader can create a social context that
enables effective thinking-aloud. However, a test leader also introduces a number of
possible pitfalls in a usability evaluation. Nielsen (1993) claims that a test leader
influences the product of the usability evaluation by impacting the number of
identified usability problems. Especially the test leader’s knowledge and experience
with the system being evaluated potentially influences the identification of usability

problems (Nielsen, 1993). Furthermore, test leaders sometimes tend to lead rather than
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enable, jump to conclusions or act too knowledgeable (Rubin, 1994), and thereby
influence the process as well as the product of the usability evaluation. These pitfalls
can be minimized only through increased experience as a test leader (Dumas & Loring,
2008). Increased experience will also help the test leader balancing the roles of host,
leader and observer throughout the evaluation (Dumas & Loring, 2008). van den Haak
and de Jong (2005) found that the presence of a test leader affects the behaviour of
think-aloud participants evaluating alone as they display a heightened awareness of
the test leader during the process of a usability evaluation.

The imbalanced power structure between a participant and the test leader can
create undesirable social contexts as illustrated above. Involving more than one
participant in each session, i.e. having peer participants collaborate while interacting
with the system, can address this issue. Several research studies have investigated
peer-participants collaborating through the method constructive interaction, originally
introduced by O’Malley, Draper & Riley (1984), in which participants evaluate in pairs
instead of the classical think-aloud protocol where participants evaluate alone (Kahler,
2000; Gutwin & Greenberg, 2000; Wildman, 1995; Wilson & Blostein, 1998). The
fundamental idea is that constructive interaction inherently makes participants think-
aloud as they collaborate while solving tasks in the system due to the natural dialogue
that arises between two participants collaborating (O’Malley, Draper & Riley, 1984;
Nielsen, 1993). Kahler (2000) confirmed this as he found that constructive interaction
sparked a lively, natural, and informative conversation between participants thus
affecting the process of a usability evaluation. Other researchers too argue in favour of
constructive interaction as a more natural way for the participants to verbalize during
an evaluation (Wildman, 1995; Wilson and Blostein, 1998), but typically with no or
limited empirical evidence. Nielsen (1993) claims that constructive interaction is
especially suited for usability evaluations with children as it facilitates children’s
verbalisation better than the classical think-aloud protocol, an assumption confirmed
by Hanna et al. (1997) and Markopoulos et al. (2008). Introducing more child
participants in the usability evaluation have produced heightened enjoyment of the
participating children (Markopoulos and Bekker, 2003; Markopoulos et al., 2008;
Hoysniemi et al., 2003).

The fundamental significance and contribution of involving more participants in
the same session has been questioned by a number of research studies. When
evaluating a system for computer supported collaborative work, Gutwin and
Greenberg (2000) found that the usability problems identified based on constructive

interaction originated from a poor support of the basic collaborative work rather than
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the change in social context. Furthermore, Markopoulos and Bekker (2003) found that
while constructive interaction influenced the participants” enjoyment and experience of
the usability evaluation, it had only limited effect on the number of identified usability
problems when evaluating with children. Perhaps due to the recommendations by
Nielsen (1993), Hanna et al. (1997) and van Kesteren et al. (2003) many evaluation
studies with children employ constructive interaction (Montemayor et al.,, 2002;
Benford et al.,, 2000; Danesh et al., 2001) but typically they provide no empirical
reflections on its use. Thus, while introducing more peer participants in usability
evaluation sessions and thereby changing the social context for the evaluation, we still
have only limited understanding of how and why participants interact and influence
each other and how this impacts the process and product of the usability evaluation.

The social context of a usability evaluation consists, however, not always solely of
the people actively involved in the execution of the usability evaluation, such as
participants and test leader. Sometimes passive additional parties will be present as
part of the attempt to simulate a realistic social context of the usability evaluation.
Rubin (1994) introduces additional testing role participants needed to simulate
different roles during the evaluation as part of the design of the evaluation, for instance
to staff a hotline, reply to an e-mail or act as a colleague. Still, in most cases there is
little empirical data clarifying how this presence of passive additional parties affects
the process and product of the usability evaluation (Kjeldskov et al., 2004; Bekker et al.,
2003; Bers et al., 1998).

In summary, the importance of social context has been stated by several usability
handbooks (Jones & Marsden, 2006; Frohlich & Kraut, 2003; Nielsen, 1993), yet little
research has attempted to provide an overall understanding of the effects of social
context on the process and product of usability evaluations. Present research has
examined elements of social context including the role of the test leader, the inclusion
of multiple participants and the inclusion of passive additional parties in an attempt to
understand the influence of social context in usability evaluations. However, there is
little coherence in the understanding of social context, and there is a general
disagreement on how social context impacts usability evaluations. Thus the research
on social context is scattered and scarce, lacking a unifying overview. Therefore an
understanding of the key characteristics of social context and how it impacts the
process and product of a usability evaluation is needed.

As part of achieving such an understanding, three issues need to be further
addressed: Firstly, I will explore the key characteristics of social context in usability

evaluations. Secondly, I will explore how social context affects verbalisation and
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collaboration in usability evaluations. Thirdly, I will examine how social context
influence problem identification in usability evaluations. These three issues form the

basis of the research questions of my thesis.

1.3 Research Questions
Based on my discussion of social context in usability evaluations I present the three

research questions of my thesis:

1.3.1 Concepts

The exploration of social context showed that a generally accepted definition of social
context does not exist. Furthermore, social context is a difficult concept to grasp (Jones
& Marsden, 2006; Nivala & Sarjakoski, 2003). This leads to the first sub-question of my

thesis:

a. Which key concepts characterise social context in usability evaluations?

This question is answered through the introduction of the theory of behaviour settings
from environmental psychology which provides tools for understanding human
behaviour as well as through a review of current practice with regards to social context

in usability evaluations involving children.

1.3.2 Processes
Social context has been found to impact usability evaluations, but it is still unclear how
this will affect the process of the evaluation with regards to the collaboration and

verbalisation of the participants. This leads to the second sub-question of my thesis:

b. How does social context affect collaboration and verbalisation in usability evaluations?

This question is addressed through three papers: Two papers that report on
experiments designed to clarify the influence of social context on the process of
usability evaluations and one paper that provides an overview of literature concerned

with social context in the process of usability evaluations involving children.
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1.3.3 Products

The researchers reporting on findings regarding social context, rarely state explicitly
how this has affected the outcome of the evaluation. Thus it is unclear if more
problems, less problems or just different problems are discovered due to the simulation
of social context in usability evaluations. This leads to the third sub-question of my

thesis:

¢. How can social context support problem identification in usability evaluations?

This question is addressed through three papers: Two papers that report on
experiments designed to clarify the influence of social context on the product of
usability evaluations and one paper that provides an overview of literature concerned
with the impact of social context on the product of usability evaluations involving
children.

The first question will be addressed in chapter 2 and paper contribution 5. The
second and third questions are addressed through all five paper contributions

summarised and presented in chapter 3.
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2 Social Context in Usability Evaluations

In this chapter I will introduce a theory to understand social context in usability
evaluations. A limited amount of research seems to consider social context in usability
evaluations and there is no generally accepted understanding of the concept of social
context in usability evaluations. I adapt the theory of behaviour settings as a way to
understand and describe social context in usability evaluations. The rational behind
this choice is twofold: Behaviour settings is a theory that provides a well-founded and
powerful theoretical framework for understanding social context. Furthermore it has
previously been adapted and used by Blanchard (2004) as a way to understand and

explain virtual communities.

2.1 Understanding Social Context through Behaviour
Settings

The concept of behaviour settings was introduced by Roger Garlock Barker in the late

1940s as stated by Schoggen (1989). He continuously collected empirical data from a

small town of less than 2000 people from 1947 through 1972 based on which he

developed the theory of behaviour settings. His reason for developing this theory was,

in his own words:

“The physical sciences have avoided phenomena with behavior as a
component, and the behavioral sciences have avoided phenomena with
physical things and conditions as elements. (...) We lack science of things
and occurrences that have both physical and behavioral attributes. Behavior
settings are such phenomena (...)"

(Barker, 1978, p19)

Behaviour settings consist of two elements, behaviour and milieu (setting). Behaviour
comprises the way the people occupying the behaviour setting act towards each other.
Milieu is a combination of time, place and things and the milieu of a behaviour setting
also exist outside of the behaviour setting (Barker, 1978). As an example, a university
lecture can be considered a behaviour setting, where the behaviour is the way the
students and the lecturer is expected to act during such a lecture (the lecturer speaking,
the students listening and taking notes, students sitting down facing the lecturer and
being quiet, a serious and quiet mood) and milieu is the actual auditorium and the
table, chairs and AV equipment in that auditorium. The students and the lecturer, as

well as the auditorium and its content will exist when the university lecture is not in
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progress, but only when combined will they make up the behaviour setting named
university lecture.

Wicker (1992) agrees with the components of behaviour settings presented by
Barker, when he states that behaviour settings are well defined small social systems
consisting of people and objects and confined by time and place. The objects and the way
people interact with them is what make a behaviour setting, while the time and place
informs of the temporal and physical boundaries of the behaviour setting (Blanchard,
2004). The primary of the four components is people, since behaviour settings only
exist when occupied by at least one person (Barker, 1978) thus, what makes the
university lecture a behaviour setting is the combination of milieu with the presence of
a lecturer and a number of students.

The milieu has two distinct features. It is circumjacent and synomorphic to the
behaviour. Circumjacent means surrounding without a break in time or space (Barker,
1978), e.g. the university lecture begins at 8:00 and ends at 10:00 and does not leave the
auditorium in that period of time. Synomorphic means similar in structure. Often the
physical boundaries of a behaviour setting are similar to the boundaries of the
behaviour setting (Barker, 1978), e.g. the walls of the auditorium are the physical
boundaries of the milieu, but it is also the boundaries of the lecture that takes place in
that auditorium. Similarly internally in the behaviour setting, the objects are structured
to fit the behaviour setting, as in the chairs of the auditorium (objects) face the
blackboards and teachers desk (objects), in the same way that the students (behaviour)
face the lecturer (behaviour). It is usually the people of the behaviour setting that
arrange the objects to fit the behaviour, and they are then also constrained by this
(Wicker, 1987). E.g. the arrangement of objects in the auditorium facilitates lecturing,
but makes discussions between students more difficult. Because of this, behaviour and
milieu are called synomorphs.

Although there is a general agreement that behaviour settings do not exists
without at least one person, opinions differ when it comes to the individuality of the
occupants. Barker (1978) states that the occupants of a given behaviour setting can be
substituted with other individuals without this substitution affecting the behaviour
setting as a whole. He gives an example of a fourth grade class, where every year not
only the students, but also the teacher are substituted with new students and a new
teacher, but even so, the behaviour setting fourth grade exists unchanged. This has
been disputed by Wicker (1987) and others who claim that this view is too strict. To
exemplify this opinion, the fourth grade from before does overall stay the same
compared to the year before, but on a more detailed level, the new teacher might apply

a slightly different style of teaching and the children might have a differing skill set
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compared to the children the year before. A similar situation exists for usability
evaluations. If the exact same evaluation is conducted twice with two different groups
of representative users, it is unlikely that the two evaluations will produce the exact
same set of usability problems. Thus in this case, the experience supports the
viewpoint of Wicker.

Barker also explored how behaviour settings affected the behaviour of its
occupants. The occupants could be the same across multiple behaviour settings and
would express varying behaviour, depending on the setting (1978). Both Barker (1978)
and Wicker (1979) write about the setting program of a behaviour setting, which is the
way the settings occupants are expected to behave in the setting. An example of this
could be the behaviour patterns in a day of the life of the students from before. Here
the same students occupy three different behaviour settings and display three different

types of behaviour caused by the setting program of the behaviour setting:

e University Lecture: Organised activity, little change in position, serious mood,
limited variety of behaviour, mainly sitting, reading, writing and listening.

e Lunch break: Partly organised activity, mostly seated position, light and
cheerful mood, main activity is eating and talking, but organising, walking and
other activities can take place.

e Social activities: Unorganised activity, varied positions, exuberant mood, wide

variety of activities, with talking and laughing being predominant.

Since this thesis is specifically concerned with the social context of usability evaluations
and especially the power of the people involved, I will focus on Barkers understanding
of the behaviour aspect of behaviour settings, since this is behaviour settings” pendant
to the social context of usability evaluations.

An important feature of behaviour settings is the power that a given occupant
exercises over the behaviour setting they occupy. Barker and Schoggen (1978) focus on
the roles of the inhabitants of the behaviour setting and how they exercise power over
the setting or parts of it. The roles are divided into seven levels of power: Potentials
possess the least power and is very peripheral to the setting (although this can
potentially change) and single leader is the most powerful and central role. The roles
and their attributes are listed in table 1.

Each behaviour setting has positions to be occupied by human components.
These are called habitat claims and can be explained as the role a person plays or the job
a person holds in a behaviour setting. In the university lecture example, the lecturer

position is an example of a habitat claim and requires a human component that
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possesses the right skills and knowledge for the claim. Barker and Schoggen (1978)
divide habitat claims into two categories. Single leader, multiple leaders and joint leaders
are named operatives by Barker and Schoggen (1978) and comprise the human
components that have direct control of the setting. The other category has not been
named in a similar fashion by Barker and Schoggen. This group consists of the human
components that have indirect or no control over the setting and therefore I will name
this category non-operatives throughout this thesis. They include members, spectators,

neutrals and potentials.

Habitat Claims Level of Power Definition

Operatives Single leader Direct control of entire setting
Multiple leaders Direct, shared control of entire setting
Joint leaders Direct, shared control of part of setting

Non-operatives Members Indirect control of most of setting
Spectators Some influence on part of setting
Neutrals Almost no power
Potentials Potential inhabitants of the setting

Table 1: The different roles and levels of power that people of a behaviour setting can

possess (adapted from Barker and Schoggen, 1978).

The operatives are particularly important in a behaviour setting since they operate the
setting program as well as maintain the structural unit of the setting. This importance
is double sided since it not only entails power over both the setting and its inhabitants
but also responsibility. The setting cannot exist without them and all important and
difficult actions are carried out by them. The setting is controlled by them but they are
also controlled by the setting (Barker and Schoggen, 1978). The roles of the non-
operatives, however, are also important. As an example, imagine a university lecture
that attracts no students over a period of time.

I will illustrate habitat claims through the example of the university lecture.
Traditionally the lecturer would be the single leader of the university lecture setting,
but it is possible that he has a teaching assistant assigned to the course as well. This
assistant would then be a joint leader. Or some courses are taught by multiple lecturers
that would then be multiple leaders. The students can also be divided up into groups:
The actively participating students would have the member’s role, whereas more
passive students would have the spectator’s role. Students that by mistake have
entered the wrong lecture would have neutral power and students, who are aware that
the lecture takes place but have yet to attend it, have potential power that can be

realised if they decide to join as either active or passive students.
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I will apply the operatives and non-operatives of behaviour from behaviour
setting to understand and describe social context. Applying behaviour settings in
context of information technology has previously been done successfully by Blanchard
(2004) who in her paper applies the theory to virtual communities in order to better
understand how these function. Blanchard claims that virtual communities are
becoming increasingly widespread and they come in multiple forms, attract many
different types of people and are used for differing purposes, yet up until her paper
there has been no actual theory developed about virtual communities. Blanchard (2004)
attempts to do this by introducing the theory of behaviour settings and modifying it to

account for the fundamental differences between virtual and actual communities.

2.2 Usability Evaluations

Having introduced a theory to help gain an understanding of social context in usability
evaluation, I will discuss what characterise usability evaluations next. Several
handbooks offer an understanding of what a usability evaluation is. Rubin (1994) states
that a usability evaluation is: A process that employs participants who are representative of
the target population to evaluate the degree to which a product meets specific usability criteria.
Other handbooks may not write an actual definition, but they do agree on a list of
characteristics that are typical for a usability evaluation. These include planning the
evaluation process (including choice of method), involving real users, making realistic
tasks, record or observe the participant throughout the evaluation and analyse the data
(Dumas & Redish, 1999; Nielsen, 1993; Preece et al., 2007; Dix et al., 2004; Preece et al.,
1994; Schneiderman, 1998) and concur with the definition presented by Rubin (1994).
Literature largely agrees on the understanding of what a usability evaluation
comprises and any disagreements are minor. Thus I choose to adopt the previously
introduced definition by Rubin (1994) as my understanding of usability evaluations.

In this thesis, I will divide a usability evaluation into two parts: process and
product inspired by Rubin (1994). I define the process of a usability evaluation to
encompass the verbalisation and collaboration taking place between all parties
participating (Nielsen, 1993; Rubin, 1994). The result of a usability evaluation can take
many forms depending on the goal of the evaluation. The classical outcome of a
usability evaluation is a list of usability problems (Nielsen, 1993; Wixon, 2003) and I

will adopt this as my understanding of product.

2.3 Framework
The above description of social context and of usability evaluations provides the
foundation for the framework below (see table 2). Each of the quadrants will be

explored through my research contributions (see chapter 3). The first quadrant will
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explore how the process of usability evaluations is affected by the roles played by the
operatives participating. Second quadrant explores how the same process is affected by
the non-operatives participating. The third quadrant will explore how the product of a
usability evaluation is affected by the operatives participating and finally the fourth
quadrant will explore how the product of a usability evaluation is affected by the non-
operatives participating. Additionally, a fifth paper will present a review of the
research done to produce an overview of current practice. All five paper contributions

will be presented in the following chapter.

Social Context

Operatives Non-operatives
Process 1 2
Usability Evaluation
Product 3 4

Table 2: The framework for the research of my thesis.
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3 Research Contributions

In this chapter I present a summary for each of the five published paper contributions
of this thesis. Each of the published papers has been placed in the framework
according to their primary area of contribution, although they may also contribute to
other areas of the framework. My fifth paper contribution is placed in the middle of the

matrix as it contributes to all four quadrants (see table 3).

Social context

Operative participants Non-operative participants
1. Exploring Verbalization 2. A Case Study of Three
and Collaboration of Software Projects: Can
Process . . .
Constructive Interaction with Software Developers
Children Anticipate the Usability
Problems in their Software?
Usability 5. A Classification of Research
Evaluation Methods and Purposes in
Child-Computer Interaction
3. Composing Children 4. Evaluating in a
Dyads in Constructive Healthcare Setting: A
Product Interaction: A Comparison of Comparison between
Usability Testing Methods for Concurrent and
Problem Identification. Retrospective Verbalisation

Table 3: The five published papers spanning the framework of my research.

3.1 Contribution 1
Exploring Verbalization and Collaboration of Constructive Interaction with
Children

Als, B. S., Jensen, ]J. J. & Skov, M. B. (2005) Exploring Verbalization and
Collaboration of Constructive Interaction with Children. Proceedings of the 10th IFIP
TC13 International Conference on Human-Computer Interaction (INTERACT'05), 443-
456, Berlin: Springer-Verlag.

This paper reports on an experiment exploring how the process of usability evaluations

is affected by changes in the social context, in this case the composition of operatives
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included in the usability evaluation. Previous research has claimed that children tend
to find it difficult to verbalise applying the classical think-aloud protocol, due to the
unnaturalness of the situation (Hanna et al., 1997; Markopoulos et al., 2008). To address
this problem constructive interaction has been suggested as supporting verbalisation in
a more natural manner during usability evaluations with children (Markopoulos et al.,
2008; Nielsen, 1993). Our experiment explored think aloud with one participant (joint
leader) and constructive interaction with two participants (multiple leaders), and as an
extra dimension during constructive interaction, we varied the acquaintance of the
multiple leaders. The following setup was applied: 60 children evaluated a mobile
system through a set of tasks in three different laboratory setups. 12 children evaluated
the system using a standard think aloud protocol, 24 children evaluated the system in
acquainted pairs applying constructive interaction and the final 24 children evaluated
the system in unacquainted pairs also applying constructive interaction. Each of the
setups included an equal number of boys/pairs of boys and girls/pairs of girls to reduce
gender bias. After each evaluation session the participants were subjected to a NASA
TLX test to measure their mental workload during the process. All sessions were
videotaped and analysed afterwards focusing on the process of the usability
evaluation. The process of the usability evaluation included the test leader’s influence
and interaction with the participants as well as the children’s ability to collaborate on
the tasks, their ability to verbalise and how the different social contexts affected their
performance, experience of the evaluation and workload.

The results of our experiment indicate that the process of a usability evaluation is
affected by the acquaintance of the multiple leaders involved. Although the level of
verbalisation was higher using constructive interaction, the process did not seem to
benefit from applying constructive interaction as has been suggested by literature
(Nielsen, 1993; Markopoulos et al., 2008), since often the operatives would talk aloud
instead of think aloud, hence they would verbalise their actions rather than the
thoughts behind those actions. The collaboration during the evaluation is also affected
by the configuration of the operatives since acquainted multiple leaders tend to find
the evaluation less demanding and exhibit a greater satisfaction with their own work
than the non-acquainted multiple leaders. However, the effect of the configuration of
multiple leaders on the evaluation differed for acquainted boys and acquainted girls,
since contrary to their own perception of the process, the acquainted girls revealed a
rather poor level of collaboration, whereas the acquainted boys worked rather well
together.

In conclusion, contrary to claims in literature, the social context of paired children

in the process of a usability evaluation does not necessarily heighten the quality of
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verbalisation. Furthermore, the social context of paired boys improved collaboration
whereas the social context of paired girls diminished collaboration, and finally all

dyads found the evaluation more satisfying and less demanding.

3.2 Contribution 2

A Case Study of Three Software Projects: Can Software Developers Anticipate
the Usability Problems in their Software?

Heegh, R. Th. & Jensen, ]. J. (2008) A Case Study of Three Software Projects: Can
Software Developers Anticipate the Usability Problems in their Software? Behaviour
& Information Technology (BIT), 27(4) 307-312, Taylor & Francis Group.

This paper reports on how the presence of non-operatives during a usability evaluation
affects the process of the usability evaluation. This was examined through a usability
evaluation setup in which the developers of three software applications acted as non-
operatives. They were asked to individually describe the usability problems of the
application that they had developed with no interaction between participants, yet all
sitting in the same room in the presence of the other participants, who would then act
as non-operatives to each other. After completing the individual tasks, all participants
engaged in a group discussion regarding the findings and their validity, causing all the
participants to become operatives. This was then repeated with the developers being
asked to rate the problems according to severity, which was then discussed in plenum
too. The problems and their rating were compared to the results of a regular usability
evaluation which was used for comparison, thus making this a rather unusual usability
evaluation, given that the participants were only present on video clips and through a
problem list.

The individual tasks of the experiment showed that influence of non-operatives
in a usability evaluation was fairly vague and difficult to observe. It was noticeable that
some participants seemed to be aware of the non-operatives around them and they
might also have been influenced by their presence, but it is unclear how. Some
appeared to become more active when registering activity in others. Thus, when
another participant started to write intensely it would sometimes cause the participants
sitting nearby to also increase their level of activity. One of the participants was the
daily leader of the department, and it seemed like the people sitting near him during
the individual tasks as well as the group discussion were slightly more engaged in the
process. However, these results regarding the influence of non-operatives during

individual tasks are subject to some uncertainty.

-17 -



A Ph.D. Thesis by Janne Jul Jensen

During the group discussion part of the workshop, the roles of the participants
changed to operatives. The influence of the social context in this scenario was much
clearer, as the discussion was very lively and the participants were very engaged in
discussing the origin and validity of problems. It also seemed that some of the
participants who were less active during the individual tasks engaged more in the
group discussion part. The test leaders role was more subtle during this part, since the
participants had no problems keeping the discussion going. This is in agreement with
the findings of van den Haak and de Jong (2005) who find that the participants are
much more aware of the test leader when evaluating alone than when evaluating in
pairs.

In conclusion, the social context of a usability evaluation is affected by the
presence of non-operatives during individual tasks although the effect of non-
operatives is somewhat unclear and difficult to register. The social context is also
affected by involving multiple participants in the usability evaluation, which produces
a livelier and more engaging social context and makes the presence of a test leader less

important.

3.3 Contribution 3

Composing Children Dyads in Constructive Interaction: A Comparison of
Usability Testing Methods for Problem Identification.

Als, B. S, Jensen, J. J. & Skov, M. B. (2009) Composing Children Dyads in
Constructive Interaction: A Comparison of Usability Testing Methods for Problem
Identification. (Extended version of Als, B. S., Jensen, J. J. & Skov, M. B. (2005)
Comparison of Think-Aloud and Constructive Interaction in Usability Testing with
Children. Proceedings of the 4th International Conference for Interaction Design and
Children (IDC’05), 80-87, New York: ACM Press.)

This paper reports on how the product of usability evaluations is influenced by the
social context of the evaluation, exemplified by the configuration of operatives
involved in the usability evaluation. Previous research has claimed that children tend
to find it difficult to verbalise applying the classical think-aloud protocol, due to the
unnaturalness of the situation, thus making the detection of usability problems
difficult. To overcome this problem constructive interaction has been suggested as
better supporting verbalisation of usability problems during usability evaluations with
children (Nielsen, 1993; Hanna et al., 1997). Our experiment explored think aloud with
a joint leader and constructive interaction with two multiple leaders, and as an extra

dimension during constructive interaction, we varied the acquaintance of the multiple
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leaders. The following setup was applied: 60 children evaluating a mobile system
through a set of tasks in three different laboratory setups. 12 children evaluated the
system using a standard think aloud protocol, 24 children evaluated the system in 12
acquainted pairs using constructive interaction and the final 24 evaluated the system in
unacquainted pairs also using constructive interaction. Each of the setups included an
equal number of boys/pairs of boys and girls/pairs of girls to reduce gender bias. All
sessions were videotaped and analysed afterwards. This experiment is the same as in
contribution 1 but this contribution reports on a different aspect of the experiment,
namely how the social context influences the product of the usability evaluation.
Therefore the focus of the analysis was the product which involved determining
usability problems experienced. A problem was identified as a delay of the user, an
irritation to the user or a, to the user, surprising behaviour by the system. For each
problem the severity was determined, depending on the length of the delay, the level
of irritation and level of surprise cause by system behaviour. Also task completion
time, task completion and error rate were identified.

Our findings showed that social context of a usability evaluation influences the
product through the composition of multiple leaders during the usability evaluation.
There were few significant differences between the product of a usability evaluation
involving a joint leader and the product of a usability evaluation involving two
multiple leaders in terms of number of problems experienced. However, the social
context influenced the diversity of problems experienced as acquainted multiple
leaders experienced more different problems of all severities, especially critical ones,
than the other setups. Thus, the social relation of multiple leaders influence the
diversity of problems discovered. Furthermore, the non-acquainted multiple leaders
found only three cosmetic problems that were not found by either of the other two
setups (acquainted multiple leaders and joint leader). Thus, non-acquainted multiple
leaders present little added value to the other two setups with regards to the product
of usability evaluations.

In conclusion, the product of usability evaluations is affected by the social context
of the operatives. Acquainted multiple leaders find a higher diversity of problems than
non-acquainted multiple leaders and a joint leaders and non-acquainted multiple

leaders find almost no problems not detected by the other compositions of operatives.
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3.4 Contribution 4

Evaluating in a Healthcare Setting: Comparison between Concurrent and
Retrospective Verbalisation

Jensen, J. J. (2007) Evaluating in a Healthcare Setting: A Comparison between
Concurrent and Retrospective Verbalisation. Proceedings of the 12th International
Conference on Human-Computer Interaction - Interaction Design and Usability, 508-516,

Berlin: Springer-Verlag.

This paper reports on a study examining how the presence of non-operatives affects
the product of a usability evaluation. The experiment is a comparison study in which
the effect of the presence or absence of non-operatives is compared through the use of a
PDA as a supporting tool in home healthcare. A field trial was set up in which 15 home
healthcare workers were asked to solve a number of tasks using an application running
on a PDA. The physical context of the field trial was the home of an elderly citizen that
was also cared for normally by the participating home healthcare workers. The elderly
citizen was present as a non-operative throughout the usability evaluation. Half of the
home healthcare workers were asked to verbalise during their task solving, and the
sessions were recorded on video, which was analysed later. The other half were merely
observed during their task solving and their sessions were also recorded on video and
this video was then played back to them afterwards. They were then asked to verbalise
while watching the video, and the verbalisation was recorded using a video camera.
Thus, half the sessions involved the presence of a non-operative during verbalisation,
whereas no non-operatives were present during the verbalisation of the other half of
the sessions. The video of all 15 sessions was then analysed and problems were
identified and categorised.

The findings showed a heightened cognitive burden with the participants having
a non-operative present during the usability evaluation, resulting in the participant
either focusing on task solving and forgetting to verbalise, thus experiencing few
problems, or focusing on verbalising and having trouble concentrating on the task
solving, thus experiencing many problems. While it is possible that this is caused by
the duality of having to verbalise and task solve simultaneously, it cannot be ruled out
that the presence of a non-operative may have added to this cognitive burden and
therefore have affected the product of the usability evaluation.

The other half of the sessions, where no non-operatives were present during
verbalisation, on average experienced noticeably fewer problems than the session with

non-operatives present. This may have several origins. It may be due to not being
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affected by having a non-operative present during the verbalisation, but it may also be
caused by not having to verbalise and task solve simultaneously and finally the small
amount of time that passes from the actual task solving to reviewing the video while
verbalising may cause the participants memory to fade and problems to be forgotten.
In conclusion, the experiment had multiple research purposes, one being to
examine how the product of a usability evaluation is affected by the presence or
absence of non-operatives during the usability evaluation. It was unclear if the
participants verbalising with a non-operative present were influenced by the
awkwardness or private nature of the information they were verbalising about, but
some influence could not be ruled out. Similarly, the lower amount of problems
experienced in sessions with no non-operatives present could not be unequivocally

attributed to the absence of non-operatives, but could not be ruled out either.

3.5 Contribution 5

A Classification of Research Methods and Purposes in Child-Computer
Interaction

Jensen, J. J. & Skov, M. B. (2009) A Classification of Research Methods and Purposes
in Child-Computer Interaction. (Extended version of Jensen, J. J. & Skov, M. B.
(2005) A Review of Research Methods in Children’s Technology Design. Proceedings
of the 4th International Conference for Interaction Design and Children (IDC’04), 9-16,
Boulder, CO).

This paper reports on a literature review of publications within child-computer
interaction. 3295 papers published in ten of the most prominent outlets on HCI and
child-computer interaction in the period 1996-2005 had at least the abstract (and if
necessary, introduction and more) read in order to filter out only the papers concerned
with child-computer interaction. The result was 132 papers and each of these were read
fully and classified by each author individually after which the final classification was
negotiated collaboratively. The research papers were categorised in a two-dimensional
framework originally published by Wynekoop and Conger (1990). The two dimensions
are research method which contains eight different categories and purpose, which
contains five different categories. The eight different categories of research method are
case studies, field studies, action research, lab experiments, survey research, applied research,
basic research and normative writings. The first three are methods conducted in natural
settings, the fourth method is applied in an artificial setting and finally the last four are
environmentally independent methods. The five categories of purpose are understand,

engineer, re-engineer, evaluation and description.
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The conclusions of the paper are that there is a strong emphasis on doing
research in natural settings within child-computer interaction and a rather weak focus
on reporting issues of understanding, but rather on engineering or evaluation. Both
gender and age is reported as being important factors in child-computer interaction,
yet only gender is reported as having been actively investigated in the papers.

As this thesis addresses social context in usability evaluations, I have chosen to
re-categorise the papers from this review that do usability evaluations. I will categorise
them according to the framework of my thesis (the distribution of the re-categorised
papers in the framework can be seen in Appendix B). 87 papers from my original
review had been categorised under the purpose of evaluation. Out of these, 23 papers
did not report on any type of social context. These were typically papers reporting on
single testers, with no test leader present or no empirical findings concerning the test
leader. Regarding social context, 61 papers included operatives in some way (typically
as children evaluating in pairs or groups), whereas only 10 papers included non-
operatives, which supports earlier claims that non-operatives is a subject dealt with by
very few researchers. Furthermore, all of these 10 papers include non-operatives solely
as a remark and not as a focus of their research. The division between product and
process is slightly more evened out as 34 papers report on process while 58 papers
report on product. The papers in the process category typically report on findings
concerning a method employed or regarding verbalisation or collaboration between
participants and/or test leader, while the papers in the product category report on
various findings regarding a specific application or system being evaluated. In many
cases a paper would fall in more than one category.

In conclusion, only about 74% (64/87) of usability evaluation papers are also
concerned with social context in some form. Out of these nearly all (95%, 61/64) involve
operatives in some form, while a mere 16% (10/64) included non-operatives, and often
only as a remark. The main focus in usability evaluations involving social context is
product, as 91% (58/64) report on this, while 53% (34/64) report on process in their

research.
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4 Research Methodology and Purpose

This chapter elaborates on the research methods applied throughout my research for
this thesis. To support this elaboration, I utilise the framework by Wynekoop & Conger
(1990) which considers research purposes and research methods. This framework has
previously been applied within HCI by Kjeldskov and Graham (2003) categorising
mobile HCI as well as in my fifth paper contribution categorising child-computer
interaction.

The framework by Wynekoop and Conger (1990) introduces a method for
categorising research according to the purpose of the research and the method applied.
They define five different research purposes (understanding, engineering, re-
engineering, evaluation and description) inspired by research purpose as introduced
by Basili et al. (1986). However, Wynekoop and Conger (1990) apply the framework in
the field of computer aided software engineering tools in which the focus is on a
specific product or application. Thus their definition of the categories in research
purpose is aimed at tools. When exploring the research purpose of my research within
HCI, the focus is a bit different though, as much of my research focuses on the method
applied, rather than the product. However, I will keep the five research purposes as
defined by Wynekoop and Conger (1990), while expanding them to include methods as
the object of interest too.

In the second dimension, Wynekoop and Conger (1990) define eight research
methods (case studies, field studies, action research, laboratory experiments, survey
research, applied research, basic research, and normative writings) which are inspired
by the method categories introduced by Scott Morton (1985). The first three research
methods are characterised by taking place in a natural setting, the fourth takes place in
an artificial setting while the last four research methods are environment independent
settings. A more detailed description of each of the research purposes and research
methods can be found in Wynekoop and Conger (1990).

Thus, inspired by the framework of Wynekoop & Conger (1990) I will structure
the remainder of this chapter according to the research methods applied. For each of
the applied methods I will discuss the research purpose chosen. I will then continue to
discuss the actual activities including the influence of the research setting of the
activities and finally reflect upon strengths and weaknesses of the choices made. This

structure is presented in table 4.
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Research Method Research Purpose Research Setting Research Paper
Evaluation
Laboratory Experiment . Artificial Contribution 1, 2 & 3
Understanding
Evaluation
Field Study i Natural Contribution 4
Understanding
Understanding Environment L
Survey Research o Contribution 5
Description Independent

Table 4: The research method applied throughout the research of this thesis and the research
purpose, research setting and research paper associated with each of the methods.

4.1 Laboratory Experiments

Laboratory experiments take place in an artificial setting created by researchers with
the purpose of controlling the manipulation of variables and avoiding unwanted
disturbances, according to Wynekoop and Conger (1990). This setting provides a high
level of control but at the expense of the realism of the setting. This is in agreement
with Galliers (1992) who describe a similar approach for laboratory experiments
including the same strengths and weaknesses. For the research of this thesis four
laboratory experiments were conducted and documented in three of my paper
contributions (Heoegh & Jensen, 2008; Als et al., 2009; Als et al., 2005).

Evaluations are conducted to compare systems, to assess certain properties or to
verify functionality and are in the form of a structured study (Wynekoop & Conger,
1990), while the purpose of understanding is an attempt to grasp the meaning of the
object being studied. Both these purposes form the basis of the research conducted in
paper contribution 1 and 3 (Als et al., 2005; Als et al.,, 2009). Primary purpose was
evaluation of the verbalisation protocol and its effectiveness under varying
compositions of participants. Secondary purpose was understanding, since the
objective of the evaluation was to gain an understanding of how the composition of the
dyads participating would affect the process as well as the product of usability
evaluations.

Conducting a laboratory experiment to evaluate is a classical approach within
HCI. The objective is typically to compare or evaluate products and methods
(Schneiderman, 1998; Preece et al., 2007; Nielsen, 1993; Rubin, 1994). Laboratory
evaluations contain a range of variables that can be manipulated. These include e.g. the
number and type of participants involved, the verbalisation protocol utilised or the
role of the test leader (Rubin, 1994; Nielsen, 1993; Preece et al., 2007). Furthermore it is
characterised by the artificial setting in which the usability evaluation is taking place.

This artificial setting offers a great deal of control over the setting because outside
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disturbances are eliminated (Preece et al., 2007, Rubin, 1994; Markopoulos et al., 2008)
and it facilitates data collection in an unobtrusive manner (Dumas & Redish, 1999;
Nielsen, 1993). However, such a laboratory is rarely similar to the use context of the
application being evaluated and thus the impact of the artificial context may differ
from the impact of the use context (Preece et al.,, 2007). This may be minimised by
analysing the influential parameters in the use context and then simulate these in the
laboratory to the extent possible, but this is not a trivial task (Bevan & Macleod, 1994;
Kjeldskov & Skov, 2007).

The experiment conducted in paper contribution 1 and 3 (Als et al., 2005; Als et
al., 2009) was a laboratory evaluation in the form of a classical usability evaluation
involving participants, verbalising while solving tasks and being observed by a test
leader. The participants involved were children applying either think aloud or
constructive interaction and video data was recorded and analysed. For this
experiment it was important to gain a high level of control in order to measure only
changes caused by the variables deliberately being manipulated (the composition of
the participants) while keeping other variable changes and disturbances to a minimum
and based on this a laboratory evaluation was chosen.

In conclusion, a classical laboratory-based evaluation offers control, but it also
has weaknesses as its artificial setting offers little to no realism (Dix et al., 2004;
Leventhal & Barnes, 2008; Heim, 2008; Rubin, 1994) and results gained here may
therefore be difficult to generalise to a real world setting (Wynekoop & Conger, 1990).
However, since the main objective of this experiment was to study aspects of usability
evaluations, the weaknesses of a laboratory experiment in an artificial setting become
less dominant, simply because the artificial setting of a usability evaluation can be
considered the natural setting.

As established earlier, the purpose of understanding is an attempt to grasp the
meaning of the object being studied. The purpose of the laboratory experiments
conducted in paper contribution 2 (Heegh & Jensen, 2008) was understanding, as the
objective was to explore to what extent developers are able to predict usability
problems in their own software.

The laboratory experiments of paper contribution 2 (Heegh & Jensen, 2008) took
place in a laboratory-like setting on site of the organisation and involved software
developers. To uncover to what extent developers were aware of potential usability
problems in their software, individual questionnaires were utilised, followed by
collective analysis of video of actual users using the system. Three experiments were

conducted in which the test leader was more active in facilitating discussions between
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participants and the focus was not strictly on problem identification but also on what
constitutes a problem and if/how they should be solved.

In conclusion, the weaknesses of this approach are that the limited number of
participants restricts the generalisability of the results and the unique character of the

experiment limits its use in other situations (Galliers, 1992).

4.2 Field Studies

Field studies take place in a natural use context of an application. According to
Wynekoop and Conger (1990), a field study takes the form of either a study or an
experiment. A study is characterised by being non-experimental with no manipulation
of variables, recall-based and based on self reporting by the participants. Field studies
thus are unobtrusive and high on realism (Wynekoop & Conger, 1990). A field
experiment, on the other hand has a higher degree of control and manipulation. This
has the effect of minimizing unwanted disturbances, while also lowering the realism.
Galliers’s (1992) description of field experiments is similar but unlike Wynekoop and
Conger (1990) he does not describe field studies. Field studies are according to
Wynekoop and Conger characterised by not manipulating variables, but simply
observe what is. One field experiment was conducted for the research of this thesis.

Evaluations are conducted to compare systems, to assess certain properties or to
verify functionality and are in the form of a structured study (Wynekoop & Conger,
1990), while the purpose of understanding is an attempt to grasp the meaning of the
object being studied. My fourth paper contribution (Jensen, 2008) was based on both
these purposes. The primary purpose was to compare the effectiveness of concurrent
and retrospective verbalisation for verbalising during an evaluation in the field. The
secondary purpose was to understand how verbalisation is affected by the presence of
passive additional parties. The assumption was that the presence of passive additional
parties while evaluating in the natural use context could influence the participants’
inclination to verbalise.

When field studies are conducted with the purpose of evaluating, it is typically a
method applied late in the development process to evaluate a product close to release
(Rubin, 1994). Usually the focus of a field evaluation (evaluating through a field study)
is more on the interaction with the context during use (Preece et al., 2007). Especially
social context, which is more transient, can be difficult to simulate in an artificial
setting and thus may be more easily obtainable through a field study (Jones &
Marsden, 2006). However, a field evaluation offers less control and makes data
collection difficult (Preece et al., 2007; Rubin, 1994; Kjeldskov & Skov, 2003).

For the research in paper contribution 4 (Jensen, 2007), a field evaluation was

conducted in which half the participants solved tasks using an application in a natural
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use context and with passive additional parties present, while verbalising concurrently.
The other half of the participants also used an application in its natural use context, but
did not verbalise in the presence of passive additional parties while solving the tasks.
Instead the evaluation was recorded on video. This video recording was then played
back to them afterwards and they would verbalise while watching themselves solve
the tasks.

In conclusion, a field study supplies the realistic context needed to explore if such
a context influences the participants ability to verbalise compared to verbalising in an
artificial setting. However, the realism of the context was influenced by the presence of
a test leader carrying equipment and the tasks not being actual work tasks, but
simulated tasks produced for the evaluation. Similarly, lack of control and difficult
data collection were issues that also arose in this experiment. Finally, the fact that the
data used in the application during the usability evaluation was, due to security and
privacy reasons, not directly linked to the passive additional parties involved in the
evaluation seemed to cancel out any possible hesitance towards verbalising about

otherwise personal and private data.

4.3 Survey Research

Survey research is characterised by being environment independent and by the
possibility of having large sample sizes without a high resource cost (Schneiderman,
1998, Wynekoop & Conger, 1990). Due to the large sample size it lends itself well to
quantitative analysis (Schneiderman, 1998). The large sample size, if properly chosen,
can also reduce bias and allow for easier generalisation of results (Wynekoop &
Conger, 1990). Wynekoop and Conger specifically classify literature reviews as survey
research. However, this is opposed by Galliers (1992) who classifies literature reviews
as descriptive or interpretive research rather than survey research. This is based on the
influence that the researchers presuppositions has on the interpretation of the body of
work. Despite this difference in classification, however, they largely agree on the
activities as well as the strengths and weaknesses of the approach. Survey research was
applied once in this thesis in the form of a literature review.

Understanding, is an attempt to grasp the meaning of the object being studied
and description usually defines or describes features of ideal instances of the object
studied, according to Wynekoop and Conger (1990) The primary purpose of my fifth
paper contribution was understanding (Wynekoop & Conger, 1990), as the objective
was to obtain an overview of the work that had been done in the field of child-
computer interaction. To achieve this objective, a review survey was conducted.

Secondary purpose was description (Wynekoop & Conger, 1990), as another objective
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was to make recommendations for future areas of interests based on the findings of the
review.

The field of child-computer interaction was chosen based on the assumption that
social context has proved especially important when evaluating with children (Hanna
et al., 1997; Nielsen, 1993; Markopoulos et al., 2008). For the review, the framework of
Wynekoop and Conger (1990) was chosen. Ten top-level peer-reviewed journals and
conferences within HCI and child-computer interaction were selected and the papers
published from 1996 to 2005 in these outlets were examined for topics concerning
child-computer interaction. From these outlets, 132 papers were identified as relevant
to the topic. These were then read and categorised independently by two researchers.

The suitability of the framework chosen is debatable as a framework may
constrain the conclusions drawn and may not offer the most appropriate categories for
the literature surveyed. In the case of child-computer interaction, several papers would
fall into multiple categories due to the application of adapted methods and in some
cases method and purpose were not described directly and had to be interpreted,
which would on occasion also prove difficult (Jensen & Skov, 2009). In other cases, the
method applied was hard to identify unambiguously (Jensen & Skov, 2009). However,
these difficulties are not unique to the field of child-computer interaction as they were
also recognised by Kjeldskov and Graham (2003) in their application of the framework
within mobile HCI. Similarly, the choice of outlets and years might not be
representative and may offer a skewed snapshot of the field of research (Kjeldskov &
Graham, 2003). Finally the large sample sizes often means that the richness of the data
is lost, and only a few fixed aspects of each paper are being reported. On the other
hand, such a classification offers an overview that would otherwise be hard to obtain
and it does so at a low cost and in an environment independent setting (Wynekoop &
Conger, 1990).
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5 Conclusion

This thesis has addressed the influence of social context in usability evaluations. The
perspective on social context has been the division into operatives and non-operatives
based on the theory of behaviour settings by Roger G. Barker (1978) and usability
evaluations have been characterised by process and product. This viewpoint has
produced a framework to which the research conducted makes a contribution in each
quadrant. In this conclusion I present the results attained throughout this thesis and
the five published paper contributions. The conclusion will be structured according to

the three research questions presented in chapter 1.

5.1 Research Question #1: Revisited
The first research question is concerned with the key concepts characterising social
context and reads: Which key concepts characterise social context in usability evaluations?

The findings for this research question are as follows:

1. The key concept characterising social context in usability evaluations is people.
People include among others the test leader that facilitates or manages the evaluation,
but can also include peer-participants (e.g. in constructive interaction). Furthermore,
people can include passive additional parties who are often included to increase
realism of the usability evaluation, e.g. acting as a patient in a healthcare evaluation or
staffing a hotline to answer a call during the evaluation. In a literature review on child-
computer interaction research, I found that 64 out of 87 papers report on or reflect
upon interaction between people involved in a usability evaluation. Thus, aspects of
social context seem important in evaluation studies with children. In summary, social
context comprises the people surrounding the user during evaluation and their
relationship with the user. Inspired by the theory of behaviour settings from
environmental psychology (Barker, 1978), I divide these people into two groups
according to their level of power in the usability evaluation, namely operatives and

non-operatives.

2. Operatives characterise people that hold direct power over all or parts of the
usability evaluation. Operatives consist of the roles of single leader, multiple leader
and joint leader. Operatives usually interact actively with other operatives in the
usability evaluation. For instance, a test leader can act as single leader during a
usability evaluation as he holds direct power over the usability evaluation (e.g. power
to stop or change the course of the evaluation). Similarly, a participant can act as joint

leader due to his shared power over part of the evaluation (e.g. he can stop the
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evaluation if he wishes to). Thus, the test leader (single leader) still holds more power
over the evaluation than the participant (joint leader). This, however, differs in the case
of constructive interaction, in which the two participants act as multiple leaders. This is
based on their shared power in the evaluation. Furthermore, having two participants
together with just one test leader often seems to level the playing field more. The role
of the test leader is reduced to a multiple leader (equal shared power with the
participants) too or even to joint leader (less active, more observing). In my literature
review on child-computer interaction, my findings show that 61 out of 64 papers report
involving operatives in their evaluation, usually through the application of

constructive interaction or through interaction between test leader and participant(s).

3. Non-operatives hold indirect power or very limited power in a usability evaluation.
Non-operatives comprise members, spectators, neutrals and potentials. Non-operatives
take on a more indirect and peripheral role than operatives. For instance, a patient in
the aforementioned healthcare evaluation acts as member thus holding indirect power
over most of the setting. This indirect power could be utilised if for instance the
patient, during the participant’s interaction with him/her chose to exhibit behaviour
unfitting for a patient and disruptive for the usability evaluation. If a patient is not
directly in contact with the participant the patient would only act as spectator, as s/he
would not have actual power but only an influence on the evaluation through e.g.
disturbing behaviour. The other two non-operative roles are mostly seen in usability
evaluations in the field. The social context of a field evaluation may contain people that
are not directly linked to the usability evaluation. These are categorised as neutrals or
potentials. Neutrals are often in the form of onlookers or bystanders, who merely
happen to be present during the evaluation. Potentials play a slightly different role, as
they are not yet a part of the usability evaluation, but may choose to become part of it.
For instance, a nurse, who knows the evaluation is taking place, may potentially
choose to engage the participant during the evaluation, thus switching role to either
member or spectator. A mere 10 papers out of 64 state the presence of non-operatives
in my review of child-computer interaction. Furthermore, all of these papers only
mention the presence of non-operatives as a remark and do not report any results

related to their presence.

5.2 Research Question #2: Revisited

The second research question addresses how social context affects verbalisation and
collaboration in wusability evaluations and states: How does social context affect
collaboration and verbalisation in usability evaluations? The results for research question 2

are:
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1. Pairing peer-participants successfully as multiple leaders can increase verbalisation.
My findings show that the verbalisation of a usability evaluation is increased by
involving children as peer-participants. Pairing children from the same class in school
to collaborate as acquainted multiple leaders during a usability evaluation significantly
increases verbalisation, compared to pairing children from different schools (non-
acquainted multiple leaders) or involving single testers (joint leaders). Being multiple
leaders presuppose that they possess equal shared power and this aspect of the role
may be more readily fulfilled by peer-participants that are acquainted, thus causing

this significant difference in verbalisation.

2. A lack of acquaintance can decrease collaboration between peer-participants acting
as multiple leaders. If a social context is chosen carefully, it can improve collaboration
between peer-participants acting as multiple leaders. However, my findings show
collaboration break downs caused by a less ideal social context: Non-acquainted
multiple leaders might in some cases switch to turn-taking in the task solving. This
may appear due to an unwillingness (typically due to shyness) to engage in
cooperation with a stranger. The turn-taking can also be a result of politeness and the
fact that many children have been taught that it is polite to share. This results in a
situation in effect resembling a sequential single tester session, thus not benefitting
from the claimed advantages offered by constructive interaction. Some studies in my
review report having involved children from multiple schools, thus presumably

unacquainted, but none of them report any findings regarding their collaboration.

3. Too close acquaintance can decrease collaboration between peer participants in the
roles of multiple leaders. Multiple leaders who are not only acquainted, but rather best
friends display a different kind of collaboration break down. In this case, politeness is
absent and they tease each other, grab the application from each others hands and
obstruct the other persons work by pressing buttons in the middle of their task solving
effort. This typically appears as a manifestation of their disagreement on the course of
the task solving or as a demonstration by one participant experiencing the other
participant as monopolising the application. Thus to avoid these types of break downs
in collaboration between multiple leaders, it is beneficial to pair participants that are
not close friends. The findings of my review on this matter are unclear, as some stress
the importance of the peer-participants being friends, while others do not consider the

level of acquaintance.
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4. Due to lack of verbalisation, a test leader may dynamically have to switch role
during usability evaluations, thus changing his level of power. In constructive
interaction the test leader usually plays the role of joint leader (passively observing
making occasional prompts), while the peer-participants act as multiple leaders
(equal). However, in some cases the test leader has to actively switch role to single
leader (by starting to ask questions) during the evaluation, thus making the
participants joint leaders (reducing their power), simply because the verbalisation i.e.
the communication between the participants does not flow as naturally as expected. It
is possible that the usability evaluation may not progress properly in these situations, if
the test leader does not actively switch to a more powerful role than originally
anticipated. Thus, in such a case the ability to verbalise affects the process through a
dynamic shift in the roles occupied by the involved parties. Therefore, to facilitate an
effective usability evaluation session, a test leader should always be prepared to switch

role if the situation requires it.

5. The influence of non-operatives during a usability evaluation is vague and difficult
to observe. Participants working alone in the presence of other participants (thus acting
as each others non-operatives) performing similar tasks display an awareness of each
other and each others activities. However, it is unclear if this awareness causes changes
in their behaviour. One observation shows, though, that intense writing from one non-
operative can draw the attention of others nearby and sometimes seems to cause them
to increase their activity too. Similarly, the presence of a senior employee seems to
cause people nearby to engage slightly more in the process, suggesting that non-
operatives with seniority increase the level of power in relation to people nearby. Thus,
the level of power of non-operatives in a usability evaluation in relation to the
participant may be affected by the level of power they hold in daily life compared to
the participant. However, whether these changes in behaviour are in fact linked to the

presence of non-operatives is unsure.

5.3 Research Question #3: Revisited
The third research question is concerned with how social context supports problem
identification and reads: How can social context support problem identification in usability

evaluations? The findings of my last research question are:

1. Social context can support the identification of a higher number of usability
problems as well as a higher number of unique usability problems. Compared to non-
acquainted multiple leaders and single testers (joint leaders), our results show that

acquainted children being peer-participants (multiple leaders) in a usability evaluation
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identify the highest number of usability problems of the three setups. Furthermore,
they identify more unique usability problems than non-acquainted multiple leaders or
single testers. The additional problems identified seem to be primarily critical or
serious problems. Similarly, half of the unique problems identified by acquainted
multiple leaders are also categorised as critical or serious. Thus, to identify the largest
number of severe usability problems, the results indicate that acquainted multiple

leaders should be chosen for participation.

2. Acquainted multiple leaders and single testers in conjunction identify the widest
range of usability problems. Compared to the list of usability problems identified in
total by the three setups only a few cosmetic problems are not revealed by either
acquainted multiple leaders or single testers. Furthermore, all critical or serious
problems are found by either acquainted multiple leaders or single testers. Thus, the
range of problems can be covered by only involving single testers and acquainted
dyads, and not many new problems are identified from also involving non-acquainted
dyads. This may be because the coupling of acquainted multiple leaders and single
testers represent the most variety in social context, and thereby covers the largest

impact on problem identification.

3. Problem identification is distributed differently between different user groups
verbalising. Professional adults who are asked to verbalise while task solving seems to
concentrate their efforts on either verbalising or on task solving. Those participants
focusing on task solving and forgetting to verbalise, experience few problems (6-11),
while those focusing on verbalisation have trouble task solving, thus experiencing
many problems (21-36). A similar pattern for children was not found, which indicates
that this is not caused by the mental burden of verbalising concurrently. It is possible
that the difference originates from variations in the distribution of power during the
usability evaluation. An adult test leader with a child participant inherently, through
the adult-child relationship, holds a higher level of power, which reinforces the roles of
single leader and joint leader. In the case of a professional adult participant, this is not
as distinct, as the participant often has an area of expertise (e.g. their area of work) that
is less familiar to the test leader. The participant can therefore claim equal level of
power, as both test leader and participant possess an area of expertise (usability
evaluations vs. area of professional occupation) and based on this more equal
distribution of power, they tend to take the roles of multiple leaders, rather than single
leader and joint leader. Thus, the influence of the test leader differs, due to the different

roles of the test leader.
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4. Concurrent verbalisation identifies more usability problems than retrospective
verbalisation. Verbalisation can be done in concurrence with task solving in the actual
usability evaluation, or the wusability evaluation can be silent, followed by
retrospectively verbalising, while watching a playback of the usability evaluation. This
changes the social context of verbalising as concurrent verbalisation takes place in the
actual context of the usability evaluation, while retrospective verbalisation typically
takes place afterwards in an artificial context like an office or meeting room.
Verbalising concurrently in the presence of non-operatives identifies more usability
problems than verbalising retrospectively without non-operatives present. The
presence or absence of a non-operative represents a change in the social context and it
is unclear if the difference in problem identification originates from this change.
However, to explore the possible influence of their presence it seems that their
presence cannot be simulated. Their relationship to the participant has to be genuine,
and cannot be simulated. Similarly the data of the usability evaluation has to be actual
data concerning the non-operative present, and the tasks being solved have to actually
relate to the non-operative present. If this is not fulfilled, it seems that it affects the way
the participant perceives the situation and the presence of the non-operative. This is
also supported by literature observing that participants behave differently, when they
know that their actions have real and actual impact on non-operatives, with whom
they have a genuine relationship, whereas consequences are not considered when the
non-operatives simulate a relationship, since the participant knows that the

consequences are simulated too and thus not real.

5.4 Limitations and Further Work

The research of this thesis holds a number of limitations wit regards to the general
validity of the results. Firstly, the choice of the theory of behaviour settings has
introduced a perspective related to the power relations in social context to the research,
and while this perspective has fit the area of research well, the interpretation of data
might change with the application of a different theory with another perspective,
yielding results regarding different aspects of social context.

Secondly, the participants involved in my experiments had very distinct profiles,
(children and home healthcare workers) with the characteristics that these groups
typically possess. Therefore the results may not be generalisable to other user groups
with notably different characteristics than the user groups involved.

Thirdly, it has become clear in my research on the influence of non-operatives on
usability evaluations, that to be able to observe their influence, it is important that the

social context of the usability evaluation is genuine. It cannot be simulated or
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recreated, as important aspects such as genuine relationship and consequences of
actions have major impact on how non-operatives influence the participant with
regards to verbalisation, collaboration and problem identification. Based on the
experience gained from the research of this thesis, the impact of non-operatives on
usability evaluations is a complex area of research, requiring great attention to details
to produce valid results.

Finally, this thesis has focused mainly on gaining an understanding of the
influence of social context on usability evaluations through a number of usability
evaluations manipulating the social context. Therefore, due to time constraints, it was
not within the scope of this thesis engineering e.g. a new usability evaluation method
focusing on the incorporation of social context, which is a limitation.

In response to the limitations above, future research may include the
development of a new usability evaluation method, based on the findings and
experiences of this thesis. This new method should be aimed specifically at
incorporating social context in the evaluation. Furthermore, a more thorough study of
non-operatives and their impact on usability evaluations is needed and should be

planned, taking the experience gained in this thesis into account.
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Appendix B Re-categorisation of papers

The 87 papers that were categorised as having the purpose of evaluation in Jensen and
Skov (2009), have for the benefit of this summary been re-categorised according to the
framework introduced in chapter 2. This appendix will explain the background and
procedure of this re-categorisation along with any problems related to the procedure,
the results of the re-categorisation and supporting examples.

In Jensen and Skov (2009), 132 papers on child computer interaction were
categorised according to the framework of research method and research purpose by
Wynekoop and Conger (1990). Out of these 132 papers, 87 papers were categorised as
having the purpose of evaluation. The methods applied were laboratory experiment
and field study. The papers were divided roughly evenly between the two methods,
with some papers falling into both categories. As the subject of this thesis is social
context in usability evaluations, I chose to re-categorise these papers according to the
framework previously introduced to extract current practice with regards to social
context in usability evaluations.

The re-categorisation was done by the author of this thesis and started out with a
trial categorisation of 10 randomly selected papers. Over a period of three weeks all 87
papers were then read and categorised. A number of uncertainties arose and were
addressed through discussion with the co-author of Jensen and Skov (2009). These
uncertainties arose mainly because many papers were less than clear on the level of
involvement of the people in the evaluation as well as the context of the evaluation and
those papers required a bit of interpretation on the author’s part. Upon reaching
agreement on the uncertainties mentioned, all papers were re-read to verify the initial
categorisation. The categorisation of a few papers changed based on the discussion and
the categorisation was finalised. A list of the re-categorised papers can be seen in
section B.1 Note that the numbers of the papers are the original numbers of Jensen &
Skov (2009). These were kept to allow for reference to the original review, rather than
renumber the papers. Thus, the numbers are not sequential, and in the paper list the
‘empty’ numbers represent the papers that were not re-categorised.

In some cases a paper would fall in more than one category such as papers
reporting problems connected to the system being evaluated, but also reporting on
issues discovered in connection to the method applied, or papers applying constructive
interaction in a field study, thus having both operatives and non-operatives involved
in the evaluation.

The categorisation resulted in the distribution of papers illustrated in table 5 (see
next page). Out of the 87 papers doing evaluation, only 64 of them reported on some

form of social context. Thus 23 papers fell outside the framework. These were typically



papers reporting on single testers, with no test leader present or no empirical findings
regarding the test leader. Out of the 64 papers in the framework, nearly all (61)
included some form of operatives in their evaluation (typically children evaluating in
pairs or groups), whereas only 10 papers included non-operatives, which supports
earlier claims that non-operatives is a subject dealt with by very few researchers.
Furthermore, all of these 10 papers include non-operatives solely as a remark and not
as a focus of their research. The division between product and process is slightly more
evened out as 34 papers report on process while 58 papers report on product. The
papers in the process category typically report on findings concerning a method
employed or regarding verbalisation or collaboration between participants and/or test
leader, while the papers in the product category report on various findings regarding a
specific application or system being evaluated. 33 papers report on the process of the
usability evaluation in connection to the operatives involved, 55 papers report on the
product of the usability evaluation in connection to the operatives involved, only 5
papers report on the process of the usability evaluation in connection to the non-
operatives involved and only 8 papers report on the product of the usability evaluation

in connection to the non-operatives involved.

Social Context (64)
Operatives (61) Non-operatives (10)
33 papers:
Process 4,5,6,9,10,19, 24, 25, 28, 29, 31, 44, 5 papers:
2 48, 50, 51, 56, 57, 69, 74, 78, 89, 90, 10 T 1
(34) 91,92, 96,97, 109, 112, 117, 121, 127, e e
- 130, 131
Usability
Evaluation 55 papers:
(64) 3,5,6,11,12, 17,18, 19, 21, 24, 25,
Product 28,29, 31, 37, 38, 39, 42, 44, 47, 48, 8 papers:
58 50, 51, 53, 54, 57, 73, 78, 80, 83, 88, 15, 16, 39, 48, 52, 73,
(58) 89, 90, 91, 92, 96, 97, 98, 99, 100, 106, 119, 127
107, 109, 110, 112, 114, 117, 119, 120,
121, 122, 127, 128, 130, 131
23 papers:
Out of category
(23) 7,14, 22, 23, 30, 59, 62, 64, 66, 67, 75, 76, 82, 85, 94, 95, 101, 104,

105, 113, 123, 124, 132

Table 5: The distribution of the 87 papers doing evaluation, between the categories
Operatives/Non-operatives and Product/Process. The numbers in parentheses by each
category are the number of papers associated with that category.
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Abstract. Constructive interaction provides natural thinking-aloud as test sub-
jects collaborate in pairs to solve tasks. Since children may face difficulties in
following instructions for a standard think-aloud test, constructive interaction
has been suggested as evaluation method when usability testing with children.
However, the relationship between think-aloud and constructive interaction is
still poorly understood. We present an experiment that compares think-aloud
and constructive interaction. The experiment involves 60 children with three
setups where children apply think-aloud or constructive interaction in ac-
quainted and non-acquainted pairs. Our results show that the pairing of children
had impact on how the children collaborated in pairs and how they would af-
terward assess the testing sessions. In some cases, we found that acquainted dy-
ads would perform well as they would more naturally interact and collaborate
while in other cases they would have problems in controlling the evaluations.

1 Introduction

Children have been characterized as not just short adults, but as independent indi-
viduals with their own strong opinions, needs, likes, and dislikes, and they should be
treated as such. The design and evaluation of children’s technologies have received
increased attention during the last several years [7, §8]. Druin [9] provides a classifica-
tion of involvement where children play the roles of users, testers, informants, or
design partners. The four roles encompass different levels of engagement and impose
different opportunities and limitations. All roles involve different kinds of usability
tests where children participate as subjects, for example user [29], tester [19], infor-
mant [10], and design partner [6].

Some research studies have started to investigate the roles of children in usability
tests, cf. [18, 21]. Nielsen [26] suggests that evaluators should use a variation of
think-aloud called constructive interaction [16, 23] (also known as co-discovery
learning), since it may be difficult to get children to follow the instructions for a stan-
dard thinking-aloud test. Constructive interaction involves two test subjects collabo-
rating in trying to solve tasks while using a computer system [27]. Even though con-
structive interaction with children seems appropriate, the relationship between think-
aloud and constructive interaction in usability testing with children is poorly under-



stood. A number of questions still need to be addressed and answered: 1) How do
children think-aloud and collaborate in constructive interaction 2) How should pairs
of children be configured in constructive interaction? 3) How do children perceive
the testing situation during constructive interaction?

In this paper, we investigate and address the above stated questions by looking at
how children perform and behave in constructive interaction during usability testing.
Our particular focus is on how the children behave and perceive a testing situation
when involved a traditional think-aloud test compared to constructive interaction
tests. First, we present an experimental design involving 60 children participating in
two different configurations of constructive interaction and a traditional think-aloud.
Secondly, we present results from the evaluations by illustrating how the children
applied the think-aloud protocol and collaborated and further how they perceived the
situation. Finally, we outline three lessons on involving children in usability testing.

2 Constructive Interaction in Usability Testing with Children

Nielsen [26] claims that constructive interaction is preferable over think-aloud when
conducting usability evaluations with children. Where children face difficulties in
following the instructions for a think-aloud test, constructive interaction comes closer
to their natural behaviour, since the children work in pairs and collaborate in solving
the tasks. Due to the fact that different the children’s ability to verbalize their
thoughts and feelings during a test, Hanna et al. [13] propose some adjusted guide-
lines where they reflect upon common target age ranges. Jensen and Skov [15] found
that 67% of the research on interaction design and children applied some sort of sys-
tematic field or laboratory evaluations. Furthermore, some studies have explored
different methods for conducting usability evaluations with children; one studied the
effectiveness of co-operative evaluations (think-aloud) and co-discovery evaluations
(constructive interaction) [1, 21], where another studied different method’s effective-
ness to elicit verbal comments from children [18]. The first compared the difference
in total number of identifies usability problems identified by four subjects or four
pairs, and found only negligible differences between the two methods.

Miyake [23] states that constructive interaction inherently integrates a number of
opportunities and limitations. An advantage is that the test subjects naturally use
think-aloud in their collaboration, one of the disadvantages is that the might aim for
different strategies for learning and using computers. Furthermore, since constructive
interaction requires twice as many test subjects as think-aloud, in order to conduct the
same number of usability sessions, it is typically more expensive [26]. Configuring
pairs for construction interaction includes two important steps [16]. First, test subjects
must be selected and acquired for the usability test [27]. Secondly, usability evalua-
tors are further faced with challenges of pairing subjects when adapting constructive
interaction as evaluation technique. A number of challenges seem to influence the
configuration of subjects in constructive interaction.

First, one challenge concerns the level of expertise. The level of expertise is im-
portant, as argued by O’Malley et al. [27], since the test subjects’ knowledge of spe-
cific work tasks is quite often corresponding to their level of expertise. Nielsen [26]



recommends that the test subjects have the same level of experience, whereas having
one of the test subjects enabled to guide the interaction, is an argument used by
Kahler [16] when stating advantages by pairing test subjects with different levels of
experience. Usually children do not posses expertise of work that might influence the
outcome of the usability test, which makes the issue of expertise subtler when work-
ing with children. Most studies involving children do not explicitly consider the level
of expertise [19, 25], one of the exceptions is a study where the participating children
are profiled according to their scripting level [28]. Where age does not seem to matter
when testing with adults, it has a more eloquent impact when conducting tests with
children, since the children’s level of maturity changes more quickly than adults.
Most studies equalize the children’s age, with their level of expertise. It is not obvi-
ous how children’s ages influence results of a usability test.

Secondly, level of acquaintance is another important aspect in constructive interac-
tion. Previous studies have indicated that children behave quite differently according
to how well they know each other. In a study where adult test subjects were asked to
bring a friend, co-worker, or family member to the usability test provided a positive
experience [16] while other studies stress the importance of using non-acquainted test
subjects [17]. Most studies involving children seems to prefer acquainted pairs of
children; this is often achieved through involvement of children attending same
school classes or kindergartens [10, 25, 28]. In the Eco-I project [30], the pairing
goes beyond acquaintance, since a participating teacher had configured the pairs of
children according to how well they worked together. Few studies indicate that the
pairs of children were unacquainted, but this might have been the case in the Story-
Mat project [5] since the children attended different schools.

Thirdly, gender is potentially important when working with children; for example
illustrated by girls and boys preferring different types of computer games [12]. Gen-
der can also play a subjective role with children’s preferences and attitudes towards
technologies [4, 14]. But it is not apparent if and how gender influences other other
issues of usability testing, such as effectiveness, efficiency, or number of identified
usability problems. Several studies involve both genders in the design processes [3, 6,
19, 20, 30, 32, 33]. Some studies adapted imbalanced numbers of girls and boys [2,
25], while others deliberately chose an equal number of boys and girls [19]. Further-
more, some studies intentionally use same-sex pairs [10, 24].

Analyzing previous research on interaction design and children, we found several
studies in which children participated as test subjects applying think-aloud [7, 8, 9,
28, 33], constructive interaction [24, 25, 30, 31], or both approaches [2, 6]. However,
none of these studies present results related to how well the children adapted to think-
aloud or constructive interaction. Summarized, we need a deeper understanding of
involving children in the evaluation of software products to assess some of the oppor-
tunities and limitations related the different evaluation methods.

3 Experimental Method

The purpose of our experiment was to explore the impact of involving children in the
evaluation of a software product. The idea was to place children in different settings



or conditions to see how this affects their performance. Thus, in this paper we do not
measure the performance of the different setups in terms of usability problem identi-
fication (please refer to [1] for this aspect of our study).

Table 1: 60 children participated in our experiment in three different setups: con-
structive interaction as acquainted dyads or non-acquainted dyads and think-aloud as
individual testers.

Constructive Interaction Think-Aloud
Acquainted Dyads Non-Acquainted Dyads Individual Testers
(N=24) (N=24) (N=12)
Girls 6x2 6x2 6
Boys 6x2 6x2 6
Total 12x2 12x2 12

We designed the experiment as a 3x2 matrix consisting of three types of sessions:
individual testers using think-aloud, acquainted dyads (pairs) using constructive in-
teraction, and non-acquainted dyads using constructive interaction. Furthermore, we
configured the usability test sessions with same-sex dyads having sessions with girls
and boys for each of the three setups. This is illustrated in table 1.

3.1 Participants

60 children (30 girls and 30 boys) at the age of 13 and 14 years old (M=13.35,
SD=0.48) participated as test subjects in the experiment. The children were all 7th
grade pupils from five different elementary schools in the greater Aalborg area. The
children did not receive compensation for their involvement in the experiment.

The children were assigned as test subjects to one of the three test setups e.g. indi-
vidual testers, acquainted dyads, or non-acquainted dyads. Each setup had twelve
individual testers (six girls and six boys), twelve acquainted dyads (six pairs of girls
and six pairs of boys), and twelve non-acquainted dyads (six pairs of girls and six
pairs of boys). Assignment of the children to the three test setups was done randomly
under two conditions 1) all acquainted dyads attended the same school class and 2) all
non-acquainted dyads attended different schools. The acquainted pairs had known
each other for at least five years except for one pair of girls and one pair of boys who
had been acquainted for one year (M=6.25, SD=2.5). None of the non-acquainted
dyads knew each other in advance.

3.2 System

The selected system for our experiment was an inno-100 mobile phone by in-
nostream. This particular mobile phone was selected since it had not been released on



the European market at the time of our experiment. Thus, all children would have to
learn to use the mobile phone.

The inno-100 integrates a range of standard mobile phone features, such as making
and receiving phone calls and short text messages, and more advanced features, in-
cluding speed dial functions and options for creating personalized ring tones. The
inno-100 has two separate screens with a main 128x144 pixel 16 bit colour screen
and 64x80 pixel sub screen on the cover. The navigation is primarily based on icons
in the two upper menu levels. The lower levels are textual based including choice
menus for setting values. Furthermore, the inno-100 integrates a number of games.

3.3 Procedure

Children from five schools in Aalborg, Denmark were introduced to the experiment
by two of the participating researchers. The researchers explained the children’s roles
in the experiment and how their participation would contribute to our research. Par-
ticipation in the experiment was voluntarily and interested children got an informa-
tion sheet describing the experiment in detail and a consent form that had to be signed
by a parent or a guardian. After receiving signed consent forms from a total of 60
children, we scheduled the usability evaluation sessions.

The sessions were held at the usability laboratory at Aalborg University. We
adapted the guidelines for usability testing with children proposed by Hanna et al.
[13]. Particularly, we focused on greeting the children, stressing the importance of the
participation, and stressing that they were not the object of the test. The purpose of
the evaluation was explained in detail to the children and they were shown the facili-
ties of the usability lab. Test subjects intended for roles as non-acquainted dyads were
kept separate before the test sessions. The children received questionnaires on which
they had to provide answers to such as age, name, school, and mobile phone experi-
ence. The usability test sessions were conducted in a specialized usability laboratory.
The laboratory integrated two rooms; an observation room in which the evaluations
took place and a control room where one of the researchers would handle electronic
equipment for recording the sessions. The two rooms were separated with a one-way
mirror allowing people in the control room to see what was going on in the observa-
tion room. All sessions were recorded on video tapes for later analyses including
perspectives of the children and of their interactions with the mobile phone.

The children were asked to solve twelve tasks one at a time addressing standard
and advanced functionalities in the inno-100 mobile phone. This included making a
phone call, sending a short text message, adjusting the volume of ring tones, and
editing entries in the address book. We did not specify any time limits for the tasks,
but required the participants to try to solve all tasks. All children were able to solve
all specified tasks. On average, the children spent 26:45 minutes (SD=06:39) on the
twelve tasks. The individual testers were asked to think-aloud while solving the tasks.
We explained think-aloud to the individual testers in terms of the descriptions in [26,
p. 195-198]. The acquainted and non-acquainted dyads were asked to solve the tasks
by constructive interaction where they should collaborate with each other in order to



solve the tasks. We explained constructive interaction to the dyads in terms of the
descriptions in [26, p. 198].

After the usability sessions, the children completed a subjective workload test
(NASA-TLX) [22]. The children filled in the test individually even though the par-
ticipated in pairs. This was done to evaluate the workload as experienced by the chil-
dren in order to compare the different setups. We translated the test into the children’s
native language, Danish.

3.4 Data Analysis

After conducting all 36 sessions, the sessions were analyzed in a collaborative effort
between two of the authors of this paper. The sessions were picked randomly for the
analysis to avoid bias in the analysis. We analyzed the sessions according to how well
the children collaborated (in constructive interaction sessions) and recorded their
verbal interaction and comments. The six different aspects of our analysis were: 1)
Level of verbalization, 2) quality of verbalization, 3) interaction between test sub-
ject(s) and test monitor, and 4) influence of test monitor on the solving of tasks. The
two setups of constructive interaction were additionally analyzed according to: 5)
Level of collaboration between the dyads and 6) quality of the collaboration between
the dyads. We analyzed and marked each of the six aspects on a scale from 1 to 5
where | being the lowest score and 5 being the highest score. For example, for the
level of verbalization, a session was marked 1 if the children made none or very few
verbalizations during their interaction with the system, and a sessions was marked 5 if
the children constantly or almost all time made verbalization during interaction.

The NASA-TLX tests were further analyzed. 55 tests were answered correctly by
the children while 5 were incomplete answered. Data from our assessment of think-
aloud and collaboration and the NASA-TLX tests were analyzed with one-way
ANOV A, followed by post hoc comparisons using Tukey tests.

4 Results

The 60 children in the 36 usability test sessions solved all 12 assigned tasks. Even
though the constructive interaction sessions with acquainted dyads (M=29:54,
SD=06:57) spent most time on the assignments in our experiment; the individual
testers (M=25:34, SD=03:44), and the non-acquainted dyads (M=24:48, SD=07:53),
we found no significant differences for the task completion times. The children per-
formed and behaved differently in the three setups and the following sections present
our assessment of their interaction and collaboration and the NASA-TLX test.

4.1 Assessment of Think-Aloud and Collaboration

As a part of our assessment of the three setups, we applied six different aspects of the
verbalization and collaboration in usability tests. These six aspects are illustrated in



table 2. Not surprisingly, we found that the level of verbalization was considerably
higher for the constructive interaction sessions compared to the think-aloud sessions.
The acquainted dyads scored rather high (M=4.58, SD=0.90) especially compared the
individual testers who scored rather low (M=2.17, SD=1.19). An analysis of variance
shows significant differences between the three setups on level of verbalization
F233=13.421, p=0.001. A post-hoc test showed significant difference at the 0.1%
level between the acquainted dyads and the individual testers and at the 5% level
between the non-acquainted dyads and the individual testers. Furthermore, we found
a tendency towards a higher level of verbalization for the acquainted dyads compared
the non-acquainted dyads, but this difference is not significant (p=0.090).

Looking further at verbalization in the test sessions, we analyzed the quality of the
verbalization primarily defined as the ability of the verbal comments to facilitate the
identification and classification of usability problems. Considering the quality of the
verbalization the differences between the setups are less apparent than for the level of
verbalization. For the acquainted dyads (but also for some non-acquainted dyads),
several verbal comments did not concern the actual test; a lot of the verbal comments
did not facilitate the identification of usability problems. Summarized, the differences
between the setups on quality of verbalization were not significant F,33=2.171,
p=0.130.

Table 2: Assessment of verbalization and collaboration in the three setups. A plus
indicates a significant difference to the setup marked with a minus according to an
ANOVA test.

Constructive Interaction Think-Aloud
Acquainted Non-Acquainted Individual
Dyads (N=12) Dyads (N=12) Testers (N=12)

Level of verbalization 4.58 (0.90) + 3.58 (1.31) + 217 (1.19) -
Quality of verbalization 3.58 (1.00) 3.25(1.48) 2.50 (1.38)
Interaction between test
subject(s) and monitor 2.75(0.87) 3.08 (0.79) 3.25(0.87)
Influence of test monitor
on the solving of tasks 2.17 (0.39) 1.67 (0.65) 1.83 (0.58)
Level of the collaboration
between the dyads 4.75 (0.62) 3.83(1.47) N/A
Quality of the collabora- 3.67 (1.56) 3.58 (1.56) N/A

tion between the dyads

We further analyzed the influenced of and interaction with the test monitor. Construc-
tive interaction provides potentially natural thinking-aloud as test subjects collaborate
in pairs to solve tasks and therefore, one could expect less influence and interaction
with a test monitor. We found that the test monitor has slightly more interaction with
the think-aloud subjects compared the constructive interaction subjects, but the dif-
ference is not significant F,33=0.134, p=0.875. On the other hand, we identified a
higher influence form the test monitor on the solving of tasks for the acquainted dy-



ads compared both non-acquainted dyads and individual testers, but again this differ-
ence is not significant F, 33,=0.282, p=0.756.

As constructive interaction have test subjects collaborate in pairs to solve tasks, we
finally assessed the level and quality of collaboration. Most of the acquainted dyads
collaborated during the entire sessions (M=4.75, SD=0.62) and we identified a ten-
dency towards a higher collaboration between them than the non-acquainted dyads
(M=3.83, SD=1.47), but this difference is not significant according to a Student’s t-
test t22=1.993, p=0.059. Considering the quality of the collaboration, we found no
difference between the two setups t;,=0.131, p=0.897.

4.2 Assessment of Subjective Workload

Table 3 summarizes mean values for the six factors of the NASA-TLX test as as-
sessed by the 60 children in the three setups. As the table illustrates, minor differ-
ences could be observed between the different setups, however we found no signifi-
cant differences between them. Even though not significant, we can however see that
the individual testers found the effort factor more important than the dyads, but large
variances were identified for the individual testers on this factor.

Table 3: Subjective workload (NASA-TLX test) for think-aloud and constructive
interaction illustrating the mean values for the six factors as assessed by children.

Constructive Interaction Think-Aloud

Acquainted Non-Acquainted Individual

Dyads (N=20) Dyads (N=24) Testers (N=11)
Effort 38.5(19.7) 41.9 (20.3) 52.7 (23.8)
Frustration 34.3 (25.4) 35.8 (22.4) 39.5 (23.4)
Mental 43.5(16.2) 42.1(19.3) 50.0 (12.2)
Performance 27.0 (21.7) 25.8 (17.7) 35.0 (24.5)
Physical 41.0 (25.8) 39.4 (25.9) 27.3 (13.8)
Temporal 38.5(20.1) 27.5(18.9) 37.7 (25.7)

On the other hand, more factors were assessed to almost the same mean values for the
three setups e.g. frustration and mental demand. While the absolute values of the
factors provided no significant differences between the three setups, we analyzed the
inter-relative importance of the factors.

The assessment of the relative importance of the factors (table 4) showed signifi-
cant difference between the three setups on the effort factor F, 5,=5.693, p=0.006. A
post-hoc comparison showed significant difference at the 1% level between the ac-
quainted dyads and non-acquainted dyads and at the 5% level between the acquainted
dyads and the individual testers. Additionally, sitting with an acquainted influenced
the importance of performance as acquainted dyads found this significantly more
important than the individual testers and the non-acquainted dyads F(s,=3.775,



p=0.029. A post-hoc test showed significant difference at the 5% level between the
acquainted and non-acquainted dyads.

Table 4: Inter-relative assessment of workload factors for the three setups. A plus
indicates a significant difference to the setup marked with a minus according to an
ANOVA test.

Constructive Interaction Think-Aloud
Acquainted Non-Acquainted Individual
Dyads (N=20) Dyads (N=24) Testers (N=11)
Effort 2.30 (1.17) - 3.38 (1.10) + 3.45(1.29) +
Frustration 1.75 (1.25) 2.54 (1.59) 2.64 (0.92)
Mental 2.90 (1.48) 3.38 (1.28) 3.73 (1.49)
Performance 3.15(1.60) + 2.08 (1.18) - 2.09 (1.38)
Physical 2.35(1.66) 2.08 (1.79) 1.36 (1.75)
Temporal 2.55 (1.50) 1.54 (1.47) 1.73 (1.27)

We found that the acquainted dyads assessed frustration as the least important factor
while both individual testers and non-acquainted dyads rated it as the third most im-
portant factor, but this difference was not significant F5,=2.337, p=0.107. For the
remaining three factors, we found only minor differences between the three setups
and no significant differences, mental demand F(,s,=1.357, p=0.266, physical de-
mand F5,=1.160, p=0.322, while we identified a tendency for temporal issues
F(2,52):2.800, p:0070

Table 5: Calculated workload for the three setups. A plus indicates a significant dif-
ference to the setup marked with a minus according to an ANOVA test.

Constructive Interaction Think-Aloud
Acquainted Non-Acquainted Individual
Dyads (N=20) Dyads (N=24) Testers (N=11)
Effort 99.8 (80.0) - 148.7 (90.7) 190.9 (126.3) +
Frustration 61.0 (63.1) 108.8 (97.5) 116.8 (91.5)
Mental 120.8 (65.1) 132.5 (69.5) 186.8 (90.7)
Performance 83.8 (88.4) 51.7 (56.0) 65.0 (50.0)
Physical 118.8 (113.8) 80.0 (104.4) 40.5 (61. 6)
Temporal 90.0 (60.7) + 42.1(55.6) - 58.2 (59.3)

Combining the two measures, we calculated the overall score for the workload for the
participating children. As discovered above, we found that the individual testers had
to put much more effort into the testing situation and an ANOVA test showed a sig-
nificant difference between the three setups F, 52=3.464, p=0.039. A post-hoc com-
parison showed significant difference at the 5% level between the individual testers



and the acquainted dyads. On the other hand, the acquainted dyads in total assessed
temporal demand rather high compared to the two other setups and we found a sig-
nificant difference between the three setups F, 52=3.737, p=0.030. A post-hoc test
showed significant difference at the 5% level between the acquainted dyads and the
non-acquainted dyads.

We identified a tendency for mental demand as the individual testers in general as-
sessed this factor higher than both constructive interaction setups, however the differ-
ence was not significant for our test F(,s5,=3.114, p=0.057. Again and as above, we
found that the level of frustration is much lower for the acquainted dyads compared
the two other setups, however the difference is not significant F, 5,=2.247, p=0.116.
Furthermore, we found no significant differences for the other calculated values;
physical demand F; 5)=2.198, p=0.121 and performance F; 5,=1.190, p=0.312.

5 Discussion

This section provides qualitative results from the study. We have identified a number
interesting lessons related usability testing with children.

Lesson 1: Constructive interaction did not necessarily facilitate natural think-
aloud as the dyads tended to talk-aloud and not think-aloud. Constructive interaction
in usability testing with children potentially provides natural thinking-aloud as the
children collaborate in pairs to solve tasks. Our study illustrated that children in pairs
using constructive interaction had a much higher level of verbalization, but often they
were more talking-aloud than actually thinking-aloud. We further experienced that
the individual testers applying think-aloud tended to be quieter during the sessions
compared to the dyads; they expressed themselves noticeably fewer times than the
dyads. When asked about their choices, more of them would mostly answer our ques-
tions in very few words without giving further insight into their behaviour and
choices. On the other hand, the non-acquainted dyads had less interaction with each
other compared to the acquainted dyads; they mainly kept focus on the task they were
solving. The interaction of the acquainted dyads was partially related to the task, but
we identified some interaction as noise as this was irrelevant to the solving of the
task, for example some would have long discussions on what to name the melody
they had just composed. These observations resemble the discussion by Ericsson and
Simon of think-aloud and talk-aloud [11]. It was very difficult to get the children to
explain their interaction and motivation even though they had been carefully in-
structed before the session. Thus, this can be seen as a contradiction to benefits of
constructive interaction as stated by Nielsen [26] as we found only minor differences
between the think-aloud sessions and constructive interaction sessions.

Lesson 2: Dyad configuration in constructive interaction influenced the children’s
behaviour and assessment of the testing situation according to their acquaintance.
Our study indicated that there were a significant difference between how the ac-
quainted and the non-acquainted dyads experienced the assessment of effort and
performance. Our results showed that the acquainted dyads were significantly more
satisfied with their own performance and they did not feel it demanded a lot of effort
from them. It was just the opposite for the non-acquainted dyads. Even though the



acquainted dyads sometimes would try to pull the phone out of the hands of their co-
solver, they rated performance of minor importance compared to the non-acquainted
dyads. From our study, we also found that the non-acquainted dyads acted rather
polite against each other and in general they were more polite to each other than the
acquainted dyads. Consequently, they collaborated quite differently compared to the
acquainted dyads and they did not argue explicitly for the control of the tested phone.
This is also indicated in our results as we found a tendency, however not significant,
towards better collaboration between the non-acquainted dyads. Further, the non-
acquainted dyads separated the roles between them during the test. Even in the cases
were they did not collaborate very well, they would some times read the task aloud,
or they would take turns by shifting in between tasks. The acquainted dyads’ interac-
tion were influenced by the fact that the children knew each other in advance, they
referred to each others by nick-names, remarked their co-solvers intelligence etc.
They would also physically try to grab the phone and thereby preventing their co-
solver from helping to solve the task. The acquainted dyads would easily get dis-
tracted from the task they were solving, they would discover something interesting in
the menu, and would spend time discovering such aspects. Some of the non-
acquainted dyads did not collaborate very well while solving the task; we found no
significant differences between the girls and the boys in this issue. The children took
turns in operating the system and the child who was not in control of the interaction
had sometimes difficulties in seeing what was going on the screen of the phone.
Lesson 3: Gender issues might play important roles in the configuration of dyads
in constructive interaction. Our study utilized pairs of same sex dyads as adapted in
several studies with children [10, 24]. Even though we haven’t summarized the re-
sults gender wise, our study showed a tendency towards that the boys collaborated
better than the girls. Especially the acquainted dyads of boys collaborated rather well
and had a fruitful and successful collaboration whereas the acquainted dyads of girls
experienced several situations where their collaboration was rather poor. Thus, while
it seems to be of less importance if the boys tested in acquainted or non-acquainted
dyads, the girls should test in non-acquainted dyads. For some of the specified tasks,
we observed that the acquainted dyads of girls would more easily get distracted from
the task they were solving, they would discover something interesting in the menu,
and would spend time discovering what it was, for example acquainted dyads quite
often used several minutes to compose a melody, for example “Itsy Bitsy Spider”.

6 Conclusion

In this paper, we investigate and address the above stated questions by looking at how
children perform and behave in constructive interaction during usability testing. Our
particular focus is on how the children behave and perceive a testing situation when
involved a traditional think-aloud test compared to constructive interaction tests.
Thus, we did not treat the performance of the different setups in terms of usability
problem identification (please refer to [1] for this aspect of our study).



Our results show that the pairing of children had impact on how the children ver-
balized and collaborated in pairs during the testing sessions. First, we found that
constructive interaction did not necessarily facilitate natural think-aloud as the dyads
tended to talk-aloud and not think-aloud. Our children in pairs had a high level of
verbalization, but often they were more talking-aloud than actually thinking-aloud.
This issue resembles some of the discussions by Ericsson and Simon of think-aloud
and talk-aloud [11]. Secondly, dyad configuration in constructive interaction influ-
enced the children’s behaviour and assessment of the testing situation according to
their acquaintance. The acquainted dyads were significantly more satisfied with their
own performance and they did not feel it demanded a lot of effort from them. It was
just the opposite for the non-acquainted dyads. Thirdly, gender issues might play
important roles in the configuration of dyads in constructive interaction. Our study
showed a tendency towards that the boys collaborated better than the girls. Especially
the acquainted dyads of boys collaborated rather well and had a fruitful and success-
ful collaboration whereas the acquainted dyads of girls experienced several situations
where their collaboration was rather poor. Thus, while it seems to be of less impor-
tance if the boys tested in acquainted or non-acquainted dyads, the girls should test in
non-acquainted dyads.

Our study suffers from a number of limitations which could form further research
with children. First, our results of our experiment cannot simply be generalized for all
ages of children. Thus, replicating the experiment with younger children may show a
different kind of relationship between think-aloud and constructive interaction. Sec-
ondly, we recorded that the non-acquainted dyads continuously took turns with the
mobile phone making it difficult for the other child to see what was going on at the
interface. This could probably be different for desktop-based applications.
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Abstract

The purpose of usability evaluations is typically to discover which areas of a system that perform satisfactory
to the end-user and which areas that need redesigning or improving. However, such evaluations can be costly
both in time and funds and when developers say that many of the results from the usability evaluations are
issues already known to them, then why bother? This paper discusses the result of three case studies in which
the participants of a development process were asked to describe the usability problems of the system they
had helped develop. These descriptions were then compared to the results of a usability evaluation involving
end-users to uncover if software developers can describe which usability problems exist in their software. To
some extent they can. However, they do not always agree on the problems, and the severity ratings were often
different from the ones based on the experiences from the users. Furthermore, the developers’ description of
the problems was typically more abstract and less detailed than the descriptions from the usability evaluation.
The tendency was that the most critical problems and the problems most often experienced were listed by the
participants and thus the amount of problems known by the developers was a lot less than the amount of
problems discovered by the usability evaluation.

Keywords: Usability evaluation, Human Computer Interaction.
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1 Introduction

Usability evaluations are applied to assess the quality of a user interaction design in a software system and
establish a basis for improving it (Rubin, 1994). This is accomplished by identifying specific parts of a system
that do not properly support the users in carrying out their work. Thus usability evaluations and the related
activities can help developers make better decisions, and thereby allow them to do their jobs more effectively
(Radle and Young, 2001). The result of usability evaluations is often accentuated as a distinctive input for
developers to improve the usability of a software system. On the other hand developers say that many of the
results from the usability evaluations are issues already known to them. This study examines the amount and
nature of usability problems developers are aware of prior to a usability evaluation, in order to emphasize the
type of usability problems that still needs pointing out. The study mainly involves project participants that
have a direct relation to the graphical user interface, either because they are developing them, or because they
are supporting or teaching about them. Back-end developers are not included in this study for practical
purposes, although it can be argued that they also have influence on the graphical user interface.



2 Related Work

Card, Moran and Newell (1983) suggested the concept of mental models of interactive computer systems. The
idea of mental models came out of cognitive science, and was also supported by Norman (1983).

The mental models refer to a number of models, including the model of the system, the user interface
designer’s mental model of the system, and the user’s mental model of the system. This idea allowed for
future HCI researchers a framework for understanding the ease of use for a particular design.

One could argue that every usability evaluation is a study in comparing the developer’s models of a design to
the user’s mental model; it is however not often in the HCI literature that the developers’ knowledge of
usability problems in their own software is described. Studies of the User Centered Design (UCD) approach
(eg. Greenbaum and Kyng, 1991) report from studies where designers have had their assumptions about a
designs usability tested (e.g. Alexander 2003, VVan House et al 1996). The experiences from projects
developed by UCD show that developers often get surprised by seeing that users can not use the software the
way it has been designed. The general conclusion from UCD studies is that software where the developers test
their assumptions by using UCD techniques has a higher chance of resulting in usable software (Mao et al,
2005). These experiences show that it is often the case that developers do not have an adequate feeling for
which part of a design that may be user friendly.

In contrast to this are the results of (Hgegh et al, 2006). They describe three different relationships between
usability evaluators and developers. The first relationship is the situation where the evaluator and the
developer are integrated in the same development team, and the evaluator and the developer may even be the
same person. The second relationship is when the evaluators form a separate organizational unit within the
development organization and the third relationship is where evaluators are employed by a different
organization. The dominant form of relationship for development projects reported in the HCI literature
appears to be the first type of relationship. In a recent literature review of papers presenting studies that
included usability evaluations reported that 81 percent of the development projects where organized with
developers and evaluators being integrated in the same development team or even the same person (Hgegh,
2006). The above described picture of software development do not inform about software projects that did
not include usability evaluations. The authors’ assumption is however that a great deal of software is being
developed without ever being subject to a user based usability evaluation, hence the developers’ knowledge of
the usability problems becomes the predominant source of information to correct usability problems.

Thus, in spite of research suggesting that developers have an inadequate sense of the usability of their own
software, still in many cases it is those very same developers who test the usability of the software. Given this
situation it underlines the importance of finding out exactly which usability problems the developers are able
to identify and which are only identified by a user evaluation.

3 Case study

This section describes in detail the case study involving all three software projects. It covers participants,
procedure and the software. The purpose of the study was to expose which usability problems the participants
knew in advance and which usability problems were more hidden to the participants and needed to be exposed
with an evaluation instead.



3.1 Participants

Software developers from three software projects were included in this case study. All three software projects
were large commercial projects. Three software developers participated from project A and three from project
B. From project C two software developers, a supporter, an educator and a manager was involved. All
software developers had a masters degree or similar in Computer Science, and had worked on the software
projects through most of the development. Project C furthermore involved a member from the support staff,
one of the educators who teach the clients to use the software and the section leader.

3.2 The Three Software Projects

Each of the three software projects had been running for more than two years, and the software in the projects
had working and functional graphical user interfaces. The company behind project A and B develops software
to the telecommunication industry, and the company behind project C develops software to the healthcare
industry. Project C is already in use out in the field and has been for several years. It is under continuous
development.

3.3 Procedure

The software was subjected to a usability evaluation with users. For each software project, users with relation
to the software’s domain were involved. The users were asked to solve a number of tasks related to the
intended future use of the software, and they were asked to think aloud during the task solving. The users’
actions were recorded on video, and the video was afterwards analyzed in order to identify usability problems
experienced by users. The analysis was done by the authors, who each have several years of experience in the
HCI field, and have conducted several usability evaluations before.

Separate from the usability evaluation and analysis, a workshop was held for each of the projects. For each
workshop, the people involved in the project were invited. The overall purpose of the workshop was to
discuss the participants’ impressions of what usability problems the software contained. However, the setup
for project C differed slightly from the setup of projects A and B. The focus of setup A and B was to reveal
the total number of usability problems the developers knew, whereas in project C, the setup was aimed at
finding what the developers perceived to be the most severe usability problems.

In both project A and B the participants were informed which tasks that were used for the usability evaluation
with the users, and a description of what constituted a usability problem was presented. This was done to
focus the attention of the developers to the area of the usability evaluations that were evaluated, and to ensure
that the authors and the developers had a common understanding of what usability was. For each software
project the participants were then each asked to individually write down all known usability problems in the
software they have been part of developing. They were asked to assess the severity of each problem as well as
write in detail how and when the problem occurred and why they thought it was a problem. The individual
lists were then merged into a common list. The usability problems identified in the usability evaluation and
the participants’ lists of usability problems were then compared in relation to the amounts of usability
problems, the nature of the usability problems, and the severity of the usability problems.

In project C, the participants were not informed about the tasks from the usability evaluation. The developers
were instead asked to write down the most severe usability problems they expected to be in the system as a
whole. Furthermore, project C involved not only developers, but a range of professions that had all been a part



of the development process. Unlike project A and B, the participants were not asked to write down all known
problems but rather to name the top three problems they knew of (if any). This top three was based on their
perceived seriousness of the problem. They too were asked to write in detail how and when the problem
occurred and why they thought it was a problem. These top threes were then compared to the top problems of
the list of usability problems from the evaluation.

4 Results

The results from the workshops and the usability evaluations are shown in table 1. In the three projects, the
usability evaluation with users revealed 80, 70 and 105 usability problems respectively, and the developers of
project A and B had combined named 14 and 22 usability problems. In project C the participants were asked
for a top three, which lead to a merged list of 12 usability problems. This list would probably have been
longer if the participants had been asked to list all known problems, and therefore should not be compared to
the merged list from project A and B. It is interesting that the merged list from project A yields only two
additional problems compared to developer Cs list. This implies that the developers were quite in agreement
as to what usability problems existed. Opposite is project C where only one usability problem on the top
threes had some agreement. This problem was named by three of the participants as being severe or critical
and was also the most critical problem in the usability evaluation. However, apart from that one usability
problem, the rest were all different usability problems, so there was almost no agreement between the
participants as to what were the most severe usability problems. This is interesting since it suggests that the
developers have a differing view on what is a usability problem compared to the support and educator who are
interacting with the end users. Furthermore, the usability problems listed by the supporter and the educator
were much more in agreement with the highest ranking usability problems of the usability evaluation. Finally
project B lies between project A and C concerning agreement.

Table 1- The described and found usability problems for each project

Project A Project B Project C
Source Usability Source Usability Source Usability
problems problems problems
Developer A 8 Developer D 8 Developer G 3
Developer B 10 Developer E 15 Developer H 1
Developer C 12 Developer F 4 Supporter 3
Educator 3
Section leader 4
Merged list 14 Merged list 22 Merged list 12
Usability evaluation 80 Usability evaluation 70 Usability evaluation 105

The results from the usability evaluations and their relation to the developers expected usability problems are
displayed in table 2, 3 and 4. For each table, the first row represents the usability problems described by the
developers and the second row presents the segment of the usability problems identified during the video
based analysis of the usability evaluation that corresponds to a usability problem described by a developer.
The usability problems found through the usability lists were more specific than those described by the
developers. Hence the descriptions of usability problems in the first row list sometimes cover two or more
specific usability problems seen in the usability evaluation. A @ denotes a critical problem, a @ denotes a
serious problem and a © denotes a cosmetic problem (Molich, 2000). In project C, the participants did not
always rate the problem and this is denoted by ®. Note that the second row does not show all usability
problems identified in the usability evaluation, as not all problems corresponded to a usability problem




described by the developers. Finally, keep in mind that project C only listed the top problems and not all
known problems.

Table 2- Relation between project A’s list of usability problems from the usability evaluation and the developers list.

Developers list | @ 0 0 0 0 (2] O 6|6 6 (3) © (3) ©
Usability (2X 212 2] 0060® 6 | 06 O 00 | 0O  ©O0BO | 6 | OO
evaluation © 66 (3] 6666

In project A there were four usability problems listed by the developers that were not experienced by any
users during the usability evaluation.

Table 3- Relation between project B’s list of usability problems from the usability evaluation and the developers list.

Developers list 0 0 0 O O 000V 6 6 6 e 6 o e e e e e

Usability 80 | 00 00 00 @& (2] (2]2] ® 00 © 86
evaluation (3] (213 (3] (2] (3 (3] 3]

In project B 11 out of the 22 problems on the merged list were not experienced by any users. One of the
problems was impossible to verify with only one simultaneous user of the system, as the problems was related
to distribution of the workflow between several users. The remaining usability problems could have been
experienced by users, but either the users did not experienced them, or they did not experience them as
usability problems.

Table 4 — Relation between project C’s list of usability problems from the usability evaluation and the developers top threes.

Developers list (1) 6 0 0 0 0 0 | 0 | 0 0 (1) (0]
Usability 0000 000066 00000BOO
evaluation 06

In project C, only three of the 12 problems listed in the top threes were problems revealed by the usability
evaluation. Three of the problems not experienced by the users in the usability evaluation were problems that
could not be verified due to it e.g. requiring several users working simultaneously during the test, or server
access not granted for the experiment. The remaining six usability problems could have been experienced by
users, but was not.

What is evident in all three cases is that the participants typically are aware of several of the most critical
problems in the software. In project C for instance, eight of the ten most serious problems exposed by the user
evaluation were all known and named problems to several of the participants. However, they were formulated
in a very general way and lacking the detail and concreteness of the descriptions from the usability evaluation,
thus is registered as only three problems by the participants although they cover many more in the usability
evaluation. Hence some of the usability problems written by the participants would cover two or more of the
usability problems identified by the usability evaluation with users. And as could be suspected beforehand,
especially the supporter and educator had a good feeling which problems were most critical to the users.
Furthermore the participants tend to downplay the seriousness of a given problem. As an example in project C
one developer describes a problem and then comments: “The users often don’t have much experience with
technology, but once the procedure and the ‘rules’ are explained to them, they should be able to overcome
those types of problems”. It is clear that this developer places the problem more as a learning or experience
problem than an actual usability problem. Similarly the same developer comments: “This should be easily
learned. | keep forgetting it myself though.” Finally, it was also observed that the various participants named
different usability problems; hence they did not have a shared meaning of what the usability problems in their




software were. This was not only related to project C, where the participants had different jobs in the
development process. Also between the software developers in project B there was disagreement as to what
problems existed. Only in project A, there seemed to be some consensus. In all three projects there was a
tendency to rethink the seriousness of a problem when presented with actual video of the problem occurring to
a user compared to just having the problem presented in writing in a report. There was a consensus that it
became more convincing and clear that way and was harder to dismiss as being the users own fault or similar.

5 Discussion

In all the projects, the same tendency could be seen; the participants had knowledge of some of the usability
problems prior to the evaluations, but they were however mostly only able to describe about a third of the
usability problems according to project A and B. However, according to project C, the problems mentioned do
comply with many of the most serious problems from the usability evaluation. The usability problems
described by the developers where furthermore in more general terms than those identified during the
usability evaluation. A usability problem on one of the merged lists was described as “Feedback on errors is
not good enough”, whereas a similar usability problem was described as “The user can not read in the
displayed error message (specific message code) why the system broke down”. The second description is a lot
more specific than the first, as it refers to a specific situation and exemplifies what the problem is.

For all projects there were quite big differences between the usability severity rating given by the developers
and the usability severity ratings given by the video based analysis. The comparison of severity rating were
complicated by the difference in abstraction level, but it can never the less be observed that the usability
evaluation of the software did provide the developers with a more accurate idea of what the severity of the
usability problems is.

We can conclude that the usability evaluation added more specific knowledge about the state of the software
projects, both in terms of the type of usability problems, the amount of usability problems, and the severity of
the usability problems. The participants also listed usability problems that had not been experienced in the
evaluation with users. Finally all three cases show a wide variety in the problems listed between the
participants, which indicates that they have either a differing view on what constitutes a usability problem or
simply a differing view on what actual usability problems the software contains.

In practice this means that regardless of the claims from the developers themselves, they do not know the
problems of their own software, and thus if a more structured overview is desired, a usability evaluation is in
order. However, the developers seem to be able to supply the most critical problems of the software, thus their
input is definitely better than nothing. Finally, the participants listed problems not revealed by the usability
evaluation and it would be interesting to look further into these, to verify if they indeed are usability
problems.

6 Limitations

The study holds a few limitations that are worth taking into consideration when evaluating the results. The
study is in essence comparing two types of usability evaluation methods (UEM); an expert review (or free
recall) and a user based laboratory test based on tasks. The differences in these two UEMs of course limits the
standard of reference, but the study were designed to minimize this, as a common understanding of usability
was sought. A closer look at the comparison of the usability problem listed by the two approaches shows that
only few problems described by the developers could not have been found in the usability test.
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ABSTRACT. Constructive interaction provides natural thinking-aloud as test subjects collaborate to solve tasks.
Since children may face difficulties in following instructions for a standard think-aloud test, constructive inter-
action has been suggested as evaluation method when usability testing with children. However, the relationship
between think-aloud and constructive interaction is still poorly understood. We present an experiment that com-
pares think-aloud and constructive interaction in usability testing. The experiment involves 60 children with
three setups where children apply think-aloud, and constructive interaction in acquainted and non-acquainted
pairs. Our results show that the pairing of children had significant impact on the identification of usability prob-
lems as acquainted dyads identified more problems than non-acquainted dyads. Furthermore, we found signifi-
cant differences between constructive interaction and think-aloud for problem identification. Finally, the ac-
quainted pairs reported less frustration during the test, despite the identification of more problems.

1. Introduction

The design and evaluation of children’s technologies have received increased attention during the last
several years (Druin, 1999b). Children should be considered individuals with strong opinions, needs,
likes, and dislikes, and they should be treated as such (Druin and Solomon, 1996). When evaluating
technologies with children, evaluators are typically faced with unique challenges as children enter
usability evaluations with special preconditions (Hanna et al., 1997). Thus, we need to understand how
to create successful environments for children that facilitates usability problem identification.

Comparative studies of usability evaluation methods (UEMS) have focused on the vast number of
UEMs, and their opportunities and limitations in evaluating software products (Gray and Salzman,
1998; Jeffries et al., 1991; Karat et al., 1992). The think-aloud protocol has been credited for its effec-
tiveness in identification of usability problems (Karat et al., 1992; Molich, 1997; Rubin, 1993). In
usability testing with children, Nielsen (1993) suggests that evaluators should use a variation of think-
aloud called constructive interaction (Miyake, 1986; O’Malley et al., 1984) also referred to as co-
discovery learning (Kahler, 2000). The rationale behind this recommendation is that it may be difficult
to get children to follow the instructions for a standard thinking-aloud test (Nielsen, 1993). Construc-
tive interaction involves two test subjects collaborating in trying to solve tasks while using a computer
system (O’Malley et al., 1984). However, we still lack empirical evidence of the merits of constructive
interaction in usability evaluations with children.

In this paper, we investigate problem identification from think-aloud and constructive interaction
in an experiment by comparing usability tests where children employ think-aloud and constructive
interaction respectively while interacting with a mobile phone. We are especially concerned with two
issues. First, we wish to compare think-aloud and constructive interaction on the number and types of
usability problems identified. Secondly, we wish to explore the impact of pair composition on con-
structive interaction, i.e. the social relationship between the children (again against problem identifica-
tion).



2. Related Work

Constructive interaction facilitates natural thinking-aloud as subjects interact and collaborate to solve
tasks while interacting with the system (O’Malley et al, 1984). On the other hand, subjects in construc-
tive interaction may aim for different strategies for learning and using computers. Furthermore, since
constructive interaction requires twice as many test subjects as think-aloud, in order to conduct the
same number of usability sessions, it is typically more expensive (Nielsen, 1993).

Composing pairs or dyads in constructive interaction introduces a number of issues to be consid-
ered for usability evaluators (Miyake, 1986). One key issue relates configuring pairs in constructive
interaction on their level of expertise. The level of expertise is important, as argued by O’Malley et al.
(1984), since the test subjects’ knowledge of specific work tasks is quite often corresponding to their
level of expertise. Nielsen (1993) recommends that the test subjects have the same level of experience,
whereas having one of the test subjects able to guide the interaction, is an argument used by Kahler
(2000) when stating advantages by pairing test subjects with different levels of experience. Usually
children do not posses expertise of work that might influence the outcome of the usability test, which
makes the issue of expertise more subtle when working with children. Most studies involving children
do not explicitly consider the level of expertise (Lester et al., 1997; Montemayor et al., 2002), one of
the exceptions is a study where the participating children are profiled according to their scripting level
(Rader et al., 1997). Where age does not seem to matter when testing with adults, it has a more elo-
guent impact when conducting tests with children, since the children’s level of maturity changes more
quickly than adults. Most studies equalize the children’s age, with their level of expertise. However, it
is not obvious how children’s ages influence results of a usability test.

Another important issue is level of acquaintance. Previous studies have indicated that children be-
have quite differently depending on how well they know each other. In a study where adult test sub-
jects were asked to bring a friend, co-worker, or family member to the usability test provided a posi-
tive experience, i.e. (Kahler, 2000), while other studies stress the importance of using non-acquainted
test subjects (Karat et al. 1992). Most studies involving children seems to prefer acquainted pairs of
children; this is often achieved through involvement of children attending same school classes or kin-
dergartens (Ellis and Bruckmann, 2001; Montemayor et al., 2002; Rader et al., 1997). In the Eco-I
project, the pairing goes beyond acquaintance, since the participating teacher configured the pairs of
children according to how well they worked together (Scaife et al., 1997). Few studies indicate that the
pairs of children were unacquainted, but this might have been the case in the StoryMat project since
the children attended different schools (Cassell and Ryokai, 2001).

When using constructive interaction with children, gender seems to be an important issue as gen-
der does for other aspects of information technology use, e.g. computer games (Gorriz and Medina,
2000) or technology preferences and attitudes (Cassell, 2002; Inkpen, 1997). But it is not apparent if
and how gender influences other issues of usability testing, such as effectiveness, efficiency, or num-
ber of identified usability problems. Several studies involve both genders in the design processes (Bers
et al., 2001; Danesh et al., 2001; Lester et al., 1997; Lumbreras and Sanchez, 1999; Scaife et al., 1997;
Stewart et al., 1999; Strommen, 1998). Some studies adapted imbalanced numbers of girls and boys
(Benford et al., 2000; Montemayor et al., 2002), while others deliberately chose an equal number of
boys and girls (Lester et al., 1997). Furthermore, some studies intentionally use same-sex pairs (Ellis
and Bruckmann, 2001; Moher et al., 1999).

Nielsen (1993) claims that constructive interaction is preferable over think-aloud when conduct-
ing usability evaluations with children. Where children face difficulties in following the instructions
for a think-aloud test, constructive interaction comes closer to their natural behaviour, since the chil-
dren work in pairs and collaborate in solving the tasks. Due to the fact that the children’s ability to
verbalize their thoughts and feelings during a test differs, Hanna et al. (1997) propose some adjusted
guidelines where they reflect upon common target age ranges. Jensen and Skov (2005) found that 67%
of the research on interaction design and children applied some sort of systematic field or laboratory
evaluations. Furthermore, some studies have explored different methods for conducting usability
evaluations with children; one studied the effectiveness of co-operative evaluations (think-aloud) and



co-discovery evaluations (constructive interaction) (Als et al., 2005, Markopoulos and Bekker, 2003),
where another studied different method’s effectiveness to elicit verbal comments from children (van
Kesteren et al., 2003). The first compared the difference in total number of identifies usability prob-
lems identified by four subjects or four pairs, and found only negligible differences between the two
methods.

Several studies on usability evaluations with children involve children as subjects applying think-
aloud (Druin and Solomon, 1996; Druin, 1999a; Druin, 1999b; Rader et al., 1997; Strommen, 1998),
constructive interaction (Moher et al., 1999; Montemayor et al., 2002; Scaife et al., 1997; Skov et al.,
2004), or both approaches (Benford et al., 2000; Danesh et al., 2001). However, very few report on
how think-aloud or constructive interaction performs as methods for usability problem identification
when using children as subjects. Furthermore, none f the studies report on or reflect upon how children
should be paired in constructive interaction, e.g. whether to adapt same-sex pairs or having friends act
as pairs. This is somewhat surprisingly as previous research on constructive interaction stresses the
importance of composing pairs.

3. Method

Our experiment utilized a setup for comparison of think-aloud and constructive interaction for usabil-
ity testing with children. In particular, we wanted to measure think-aloud and constructive interaction
on identification of usability problems and explore the impact of different compositions of pairs in
constructive interaction.

Table 1: 60 children participated in our experiment in three different setups: constructive interaction
as acquainted dyads or non-acquainted dyads and think-aloud as single testers.

Single Testers Acquainted Dyads Non-Acquainted Dyads
(think-aloud) (constructive interaction) (constructive interaction)
Girls 6 6x2 6x2
Boys 6 6x2 6x2
Total 12 12x2 12x2

We designed a between-subject 3x2 experiment with evaluation session setup (single testers, ac-
quainted dyads, non-acquainted dyads) and gender (girls, boys) as independent variable as illustrated
in table 1. The primary dependent measures were total number of identified usability problems, aver-
age number of usability problems, cost (measured in man hours), unique problems, and subjective
workload.

3.1Test Subjects

60 children (30 girls and 30 boys) at the age of 13 or 14 years old (M=13.35, SD=0.48) participated as
test subjects in the experiment. The children were all 7" grade pupils from five different elementary
schools in the greater Aalborg area. The children did not receive compensation for their involvement
in the experiment.

The children were assigned as test subjects to one of the three test setups e.g. individual testers,
acquainted dyads, or non-acquainted dyads. Each setup had twelve individual testers (six girls and six
boys), twelve acquainted dyads (six pairs of girls and six pairs of boys), and twelve non-acquainted
dyads (six pairs of girls and six pairs of boys). Assignment of the children to the three test setups was
done randomly under two conditions. First, all acquainted dyads attended the same school class and
secondly all non-acquainted dyads attended different schools. The acquainted pairs had known each



other for at least five years except for one pair of girls and one pair of boys who had been acquainted
for one year (M=6.25, SD=2.5). None of the non-acquainted dyads knew each other in advance.

We assessed all children based on their level of experience with mobile phones. The assessments
were made on a scale of 1 to 5 (where 5 was the highest level of expertise). We assessed their exper-
tise from the following five questions: 1) Did they own a mobile phone? 2) How many years had they
owned a mobile phone? 3) How many different brands had they previously owned? 4) How many
short text messages did they send daily? 5) How many minutes did they talk every day? The questions
were each answered from a five-scale by the children themselves individually and all five questions
contributed equally to the combined expertise assessment. The mean expertise level for all 60 children
was 3.2 (SD=1.0) where the girls mean value was 3.2 (SD=1.1) and the boys mean value was 3.2
(SD=1.0). None of children indicated that they had experience with the mobile phone used in the
study.

3.2System

The selected system for our experiment was an INNO100 mobile phone by Innostream. This particular
mobile phone was selected since it had not been released on the European market at the time of our
experiment. Thus, all children would have to learn to use the mobile phone.

The inno-100 integrates a range of standard mobile phone features, such as making and receiving
phone calls and short text messages, and more advanced features, including speed dial functions and
options for creating personalized ring tones. The INNO100 has two separate screens with a main
128x144 pixel 16 bit colour screen and 64x80 pixel sub screen on the cover. The navigation is primar-
ily based on icons in the two upper menu levels. The lower levels are textual based including choice
menus for setting values. Furthermore, the INNO100 integrates a number of games.

3.3Configuring Pairs

As our experiment involved acquainted and non-acquainted dyads, we contacted elementary schools in
the greater Aalborg area. A total of five schools agreed to participate and their head teachers author-
ized us to recruit 7th grade pupils (13-14 years old). Furthermore, we arranged that the tests would
take place during normal school hours (from 8.00am to 3.00pm).

Children from the five public schools were introduced to the experiment by two of the participat-
ing researchers. These researchers explained their roles in the experiment and how the children’s par-
ticipation would contribute. They were told that they would interact with a mobile phone, but the
phone of the experiment was not revealed. Participation in the experiment was voluntarily and inter-
ested children got an information sheet describing the experiment in detail and a consent form that had
to be signed by a parent or a guardian. After receiving signed consent forms from a total of 60 chil-
dren, we began scheduling the 36 usability evaluation sessions.

Scheduling the test sessions was done in two steps. First, we matched 48 test subjects for the 12
acquainted dyads and 12 non-acquainted dyads using the following rules 1) acquainted dyads had to
attend the same school classes, 2) non-acquainted dyads had to attend different schools, and 3) the 12
acquainted dyads and 12 non-acquainted dyads had to each consist of six pairs of girls and six pairs of
boys. The remaining 12 children (6 boys and 6 girls) were assigned as individual testers. Secondly, we
arranged the time slots in the children were to act as test subjects.

3.4 Procedure

The sessions were held at the usability laboratory at Aalborg University. We adapted the guidelines
for usability testing with children proposed by Hanna et al. (1997). Particularly, we focused on greet-
ing the children, stressing the importance of the participation, and stressing that they were not the ob-
ject of the test. The purpose of the evaluation was explained in detail to the children and they were
shown the facilities of the usability lab. Test subjects intended for roles as non-acquainted dyads were
kept separate before the test sessions. The children received questionnaires on which they had to pro-
vide answers to a range of questions such as age, name, school, and mobile phone experience. The



usability test sessions were conducted in a specialized usability laboratory. The laboratory integrated
two rooms; an observation room in which the evaluations took place and a control room where one of
the researchers would handle electronic equipment for recording the sessions and collect data. The two
rooms were separated with a one-way mirror allowing people in the control room to see what was
going on in the observation room. All sessions were recorded on video for later analysis including
facial and body expressions of the children and a close up of the mobile phone to capture their interac-
tions with the mobile phone.

The children were asked to solve twelve tasks one at a time addressing standard and advanced
functionalities in the inno-100 mobile phone. This included making a phone call, sending a short text
message, adjusting the volume of ring tones, and editing entries in the address book. We did not spec-
ify any time limits for the tasks, but required the participants to try to solve all tasks. All children were
able to solve all specified tasks. On average, the children spent 26:45 minutes (SD=06:39) on the
twelve tasks. The individual testers were asked to think-aloud while solving the tasks. We explained
think-aloud to the individual testers in terms of the descriptions in Nielsen (1993: pp. 195-198). The
acquainted and non-acquainted dyads were asked to solve the tasks using constructive interaction
where they should collaborate in order to solve the assigned tasks. We explained constructive interac-
tion to the dyads in terms of the descriptions in Nielsen (1993: p. 198).

After the usability sessions, the children completed a subjective workload test NASA-TLX
(Miller and Hart, 1984). The children filled in the tests individually even when participating in pairs.
This was done to evaluate the workload as experienced by the children in order to compare the differ-
ent setups. We translated the test into the children’s native language, Danish.

3.5 Data Analysis

Two researchers conducted all 36 evaluations, acting as test monitor and logger as defined in (Rubin,
1994). The two researchers analyzed all of the video recorded from the usability sessions. A collabora-
tive approach was used to discuss and classify usability problems. Problems were classified according
to severity using the instrumentation in Molich (1997) extended with classification of serious and
cosmetic problems. Problem severity classification was discussed until consensus was reached. Ses-
sions were picked randomly for analysis in order to avoid biasing the rating process. The NASA-TLX
tests were further analyzed. 55 tests were answered correctly by the children while 5 were answered
incompletely.

We further calculated the proportions of problems identified with different numbers of subjects
and sessions as illustrated in (Bekker et al., 2008; Nielsen and Landauer, 1993). Increased numbers of
involved subjects usually generates a higher number of identified usability problems. Nielsen and
Landauer (1993) display this correlation between subject numbers and problem numbers and propose
a mathematical proportions model for identifying usability problems based on number of subjects or
evaluators. Proportions of usability problems can be estimated through the Poisson model (Nielsen and
Landauer, 1993; in our experiment exact values for every session and subject number were calculated.
Through combinations of increased numbers of sessions for the three setups, we show the calculated
total number of identified problems with increased numbers of sessions ranging from one session to 12
sessions. The number of combinations of k objects from a set of n objects was calculated from

) n B n!
(EQL): k) K=K

where k is numbers between 1 and 12 and n=12. As an example, calculating number of problems for
the three sessions (k=3, n=12) involves 220 different combinations (according to EQ1). For all 220
combinations, we counted the number of identified problems and afterwards calculate the mean num-
ber for all 220 combinations.

Furthermore, as a result of the calculated proportions of identified usability problems, we calcu-
lated cost/benefit ratio for all numbers of subjects or sessions. Defining cost for this experiment, we
use the number of evaluator hours spent on setting up the test, conducting the test, and analyzing the



test. Thus, the number of hours delivered by the children does not influence our cost. The cost of set-
ting up and designing the usability test with the children for our experiment was constant regardless
the number of sessions. The cost/benefit-ratio is calculated from

)=(C+(x+ y)*2*n)

(EQ2) Ratio(n Found(n)

where n is number of sessions (subjects), Found (n) is the number of problems found for n sessions
(subjects), C is the overhead costs of setting up the entire test, x is the mean task completion time for
the actual setup, and y is mean analysis time for analyzing the results for the actual setup. Mean task
completion times and mean analysis times are multiplied with 2 as two evaluators participated in the
conduction and analysis.

We applied different statistical analyses on the results. We used one-way analysis of variance tests
(ANOVA) with individual testers, acquainted dyads, and non-acquainted as independent variables and
with Tukey HSD post-hoc tests. For comparison of two means (primarily comparison of gender), we
used Mann-Whitney tests.

4. Results

The 60 children in the 36 usability test sessions solved all 12 assigned tasks. Even though the con-
structive interaction sessions with acquainted dyads (M=29:54, SD=06:57) spent most time on the
assignments in our experiment; the individual testers (M=25:34, SD=03:44), and the non-acquainted
dyads (M=24:48, SD=07:53), we found no significant differences for the task completion times.

4_1Total Numbers of Ildentified Usability Problems

The results from the 36 usability test sessions resulted in the identification of 81 different usability
problems (see table 2). Based on our classification scheme, we classified 32 of these 81 usability prob-
lems as critical problems, 13 as serious problems, and 36 as cosmetic problems.

Table 2. Key results from the experiment on problem identification. The table illustrates the number
of identified critical, serious and cosmetic problems (plus the sum of the three severities) in the three
setups: individual testers, acquainted dyads, and non-acquainted dyads.

Individual Testers Acquainted Dyads Non-Acquainted Dyads Total
(N=12) (N=12) (N=12) (N=36)
Critical 25 28 22 32
Serious 8 13 6 13
Cosmetic 23 25 23 36
Sum 56 66 51 81

Our experiment exposed differences in problem identification between think-aloud and constructive
interaction where we found that the constructive interaction sessions with acquainted dyads identified
18% more different problems than the think-aloud sessions. The acquainted dyads identified the high-
est number of usability problems of the three setups with a total of 66 of the 81 identified usability
problems (81%) while the individual testers identified 56 of the 81 usability problems (69%). The
non-acquainted dyads identified only 51 of the 81 usability problems (63%).

Looking at problem severity, we further found that the acquainted dyad sessions identified nearly
all critical problems namely 28 of the 32 (88%), whereas the individual testers identified 25 of the 32
problems (78%) and the non-acquainted dyads experienced 22 of the 32 problems (69%). We found a
similar pattern for the serious problems with acquainted dyad sessions identifying 12 of 13 problems



(92%), individual testers 8 of the 12 problems (67%), non-acquainted dyads 6 of the 12 problems
(50%). Thus, regarding the most severe identified problems, the acquainted dyad sessions again facili-
tated the identification of the highest number of usability problems.

4_2 Average Numbers of ldentified Problems

The sessions exhibited great variance in number of identified problems. As an example, one ac-
quainted girl session facilitated the identification of 22 different usability problems while another ac-
quainted girl session only facilitated 10 different problems. This pattern was discovered throughout all
the sessions in the three setups.

Analyzing the average numbers of identified problems, we found visible deviations between the
setups; acquainted dyads identified 17.17 problems (SD=5.06), non-acquainted dyads identified 15.08
problems (SD=4.87), and individual testers identified 13.50 problems (SD=2.24). The somewhat high
standard deviations indicate great variances between the setups and we found no significant differ-
ences between the three setups according to a one-way ANOVA test F,33=2.150, p=0.133. Further-
more, we found no significant differences for neither the critical problems Fs30=1.875, p=0.128, nor
for the identified serious problems F30=1.320, p=0.282, or for the identified cosmetic problems
F(530=1.050, p=0.407.

We further calculated proportions of problems identified with different numbers of subjects and
sessions (as performed in Bekker et al., 2008). The graph in figure 1 illustrates a clear logarithmic
distribution for the three setups where the acquainted dyads for all calculated numbers of sessions
identified higher numbers of usability problems. The figure clearly illustrates that acquainted dyads
identify more usability problems for all session numbers. For any two sessions, we calculated that the
acquainted dyads would identify 28.52 problems on average while non-acquainted dyads would iden-
tify 25.08 problems on average and think-aloud subjects 22.89 on average and this difference is sig-
nificant according to a one-way ANOVA test F(195=30.677, p=0.0001. A post-hoc Tukey HSD com-
parison showed significant different at the 1% level between the acquainted dyads and both single
testers and non-acquainted dyads as well as significant difference at the 1% level between the non-
acquainted dyads and single testers.

As constructive interaction by nature involves twice as many test subjects per session as think-
aloud, we further calculated numbers of problems identified with increasing numbers of subjects (see
figure 1, right). Perhaps not surprisingly, we found that think-aloud per subject identified more prob-
lems than both constructive interaction setups. As an example, involving six subjects in a usability test
(a typical number of subjects for many usability studies), the think-aloud would potentially generate
41.34 usability problems (the same as in figure 1, left as sessions numbers are equal to subject num-
bers for think-aloud), but with six subjects constructive interaction with acquainted dyads would gen-
erate 35.91 usability problems, whereas the constructive interaction with non-acquainted dyads would
generate 31.22 usability problems. From only two subjects, the think-aloud protocol produced signifi-
cantly higher numbers of problems than both the two constructive interaction setups — for two subjects
Fs7=33.328, p=0.0001.

Even though we identified no significant differences between average numbers of identified us-
ability problems, with increased numbers of sessions or subjects we discovered differences between
the setups. If access to children subjects is difficult or numbers are scarce, our results indicated that in
terms of problem identification evaluators should consider using think-aloud with individual testers.
However, if subjects are not scarce constructive interaction with acquainted dyads seemed preferable.
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Figure 1. Calculated numbers of identified problems per numbers of sessions and numbers of subjects (top).
For all numbers of sessions, constructive interaction with acquainted dyads identified a larger amount of prob-
lems (top, left). Further, for any number of involved subjects individual testers using think-aloud identified a
larger number of problems (top, right). At the bottom the figure, we calculated ratio between benefits (hnumbers
of identified usability problems) and costs (evaluator hours) with increasing numbers of sessions and subjects
for the three setups. Cost is calculated from evaluator hours spent on setting up the test, conducting the test, and
analyzing the test

4 _3Cost against Benefits

Having calculated proportions of problems identified with increasing numbers of sessions and sub-
jects, we analyzed the three setups in relation to their potential cost and benefits. We define benefits as
the total number of problems identified by any number of sessions or subjects.

Figure 1 (bottom) shows the cost/benefit-ratio (number of evaluator hours /number of identified
problems) for increasing numbers of sessions. As indicated by the figure, the two constructive interac-
tion setups follow the same pattern and are very close with a marginal advantage to the acquainted
dyads. Reaching the lowest cost just after two sessions, the constructive interaction with acquainted
dyads had an estimated cost of 0.44 hours (~26 min) per usability problem whereas constructive inter-



action with non-acquainted dyads had a cost of 0.45 hours (~27 min) per usability problems, and
think-aloud was 0.58 hours (~35 min) per usability problem and this difference is significant
F(2195=49.829, p=0.0001. A post-hoc test revealed a significant difference between at the 1% level
between both the acquainted dyads and individual testers and non-acquainted dyads and individual
testers. On the other hand, we found no significant difference in cost/benefit for involving only one
subject.

Again as constructive interaction inherently involves twice as many subjects per session as think-
aloud, considering the cost/benefit-ratio, think-aloud costs twice as much as constructive interaction
per subject in the conduction and analysis. Therefore, we also calculated the ratio between benefits
and costs with increasing numbers of subjects (figure 2, right). This figure illustrates that having indi-
vidual testers in an evaluation clearly heightens the cost for the participating evaluators compared to
dyads. The additional test conductions and rounds of analyses make the cost/benefit-ratio less attrac-
tive.

4_4 Identification of Unique Problems

Different usability evaluation methods often uncover unique problems only discovered by certain
kinds of methods. In our experiment, we distinguished between two kinds of unique problems inspired
by Karat et al. (1992). Firstly, we summarized problems that were identified in one session only (simi-
lar to action areas in Karat et al. (1992)). Secondly, we summarized problems identified only in one of
the three setups but by at least two sessions (similar to unique usability problem areas in Karat et al.
(1992)).

Individual Testers Acquainted Dyads Non-Acquainted Dyads Sum
(N=12) (N=12) (N=12) (N=36)

Critical 2(2) 4 (0) 0(0) 6 (2)
Serious 1(0) 2(2) 0(0) 3(2)
Cosmetic 6 (0) 6 (0) 3(0) 15 (0)
Sum 9(2) 12 (2) 3(0) 24 (4)

Table 3: Identification of unique problems. The numbers outside parentheses signify the numbers of
unique problems identified by exactly one session (No action areas in Karat et al. (1992)). Numbers in
parentheses denote the numbers of problems identified in only one setup but in at least two sessions

As table 3 shows, six of the 36 critical problems (17%), three of the 13 serious problems (23%), and
15 of the 36 cosmetic problems (42%) were identified in one session only (no action areas). Thus,
almost half of the cosmetic problems were identified in only one of the 36 usability sessions.

Think-aloud with individual testers identified some critical problems not identified by construc-
tive interaction sessions. Specifically, think-aloud identified four unique critical problems of which
two were identified in at least two sessions. Finally, the identified unique problems showed that con-
structive interaction with non-acquainted dyads identified no critical or serious problem that was not
identified by either both think-aloud or constructive interaction with acquainted dyads.

5. Discussion

Our experiment was partly inspired by Nielsen (1993) who claims that that constructive interaction is
preferable over think-aloud when conducting usability evaluations with children as children often face
difficulties in following the instructions for a think-aloud test. Thus, constructive interaction comes
closer to their natural behaviour since the children work in pairs and collaborate in solving the tasks.
Much research has been conducted with the involvement of children as subjects applying think-aloud
(Druin and Solomon, 1996; Druin, 1999a; Druin, 1999b; Rader et al., 1997; Strommen, 1998), con-



structive interaction (Moher et al., 1999; Montemayor et al., 2002; Scaife et al., 1997; Skov et al.,
2004), or both approaches (Benford et al., 2000; Danesh et al., 2001). Markopoulos and Bekker (2003)
investigated usability testing with children on think-aloud (co-operative evaluation) and constructive
interaction (co-discovery evaluation) and they found only small differences between the two methods
on problem identification. The act of verbalizing often makes a significant basis for the identification
and classification of usability problems in subsequent data analyses. Based on Nielsen’s assumption,
constructive interaction could lead to the identification of a higher number of usability problems when
testing with children. Our experiment and results seemed to confirm this, at least partially.

Our results illustrated significant differences between classical think-aloud and constructive inter-
action when usability testing with children. Further, we found that the composition of pairs in con-
structive interaction had significant effects on the identification of usability problems where ac-
quainted dyads identified a higher number of problems compared to the non-acquainted dyads.

Nielsen (1993) stresses the aptness of constructive interaction in projects where access to large
number of test subjects is easy. For certain kinds of studies, limited access to test subjects is inevitable,
e.g. if it is a requirement that the participating children suffer from a specific decease, as seen in [2, 3].
Our study partially supports this, as 4 individual testers are likely to identify more problems than 2
pairs in constructive interaction. Our study stressed the importance of pairing subjects in acquainted
dyads as they identified a higher number of problems. Other studies have paired the children according
to how well a teacher believes they would work together (Scaife et al., 1997). However, as we paired
the children randomly under the conditions of acquaintance and non-acquaintance we have no imme-
diate results supporting or rejecting this issue. Markopoulos and Bekker (2993) provide no answer to
their configuration of the pairs in their study.

Hanna et al. (1997) argue that children are cognitively diverse when involved in usability evalua-
tions. A primary element is children’s age which highly influences their abilities to take active part in
the test situation. Hanna et al. state that many 13-14 years old children will be able to think-aloud;
while others may be too self-conscious about having people watching them. We experienced no major
problems related thinking-aloud for the children working alone. However, their verbalization facili-
tated a lower number of identified problems.

6. Conclusion

Constructive interaction has been suggested as a suitable usability evaluation method when usability
testing with children. 1t may be difficult to get children to follow the instructions for a standard think-
ing-aloud test. We presented an experiment that compared think-aloud and constructive interaction in
usability testing with 13-14 years old children with a special focus on how pairs of children should be
configured in constructive interaction.

Constructive interaction with pairs of children knowing each other identified more problems (on
all severities) and specifically more critical problems. We also found that the children age 13-14 years
old had no major problems in following the standard thinking-aloud protocol. Furthermore, we found
that the composition of pairs had impact on the problem identification. Acquainted dyads identified a
higher number of usability problems compared to non-acquainted dyads. Especially for the calculated
proportions of identified usability problems, we found that acquainted dyads of children identified
experienced more problems than both single testers (using think-aloud) and non-acquainted dyads
(using constructive interaction). Finally, acquainted dyads identified more unique problems than any
of the two other conditions.

Our study suffers from a number of limitations, which could form further research with children.
First, our results of our experiment cannot simply be generalized for all ages of children. Thus, repli-
cating the experiment with younger children may show a different kind of relationship between think-
aloud and constructive interaction. Secondly, we recorded that the non-acquainted dyads continuously
took turns with the mobile phone making it difficult for the other child to see what was going on at the
interface. This could probably be different for desktop-based applications. Future usability testing with



children should consider which usability evaluation method to adapt. They should carefully consider
the pair configuration when choosing constructive interaction. Based on the access to children as test
subjects, they should consider choosing think-aloud if access to children is limited.
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Number of sessions
1 2 3 4 5 6 7 8 9 10 11 12

1417 2289 2910 3393 3792 4134 4436 4708 4957 5186 5400  56.00
(11)  (228) (236) (241)  (239) (232) (2.21)  (206) (1.86)  (1.58)  (1.15)  (0.00)

17.75 2852 3591 4152 4608 4995 5335 5639  59.14 6164 6392  66.00
(5.05)  (5.05)  (490) (478)  (4.64)  (443)  (416)  (3.80) (335 (277)  (1.98)  (0.00)

1583 2508 3122 3566  39.05 4174 4394 4578 4735 4871 4992  51.00
(4.41)  (451)  (414) (3.73)  (3.33)  (294) (258  (223)  (1.90)  (1.54)  (1.11)  (0.00)

Individual testers N=12

Acquainted Dyads N=12

Non-Acquainted Dyads N=12

14.67 22.87 28.15 32.00 35.17 38.00

Individual Girls N=6 043  (260) (2200 (L75) (134)  (0.00) - - - - - -
ndividual Bovs \eg 1367 2273 2055 3520 4000  44.00 ~ B ~ B ~ B
y - (1.60)  (1.65)  (L69)  (L60)  (L15)  (0.00)
o _ 1817 2947 3740 4360 4867  53.00
Acquainted Girl Dyads N=6  505) (506) (464) (3.96) (298)  (0.00) - - - - - -
. ) 1733 2800 3500 4000 4383  47.00
Acquainted Boys N=6 502)  (a49) (354) (273) (195  (0.00) - - - - - -
o ) 1800 2860 3555  40.67 4467  48.00
Non-Acquainted Girls N=6 (436) (384) (285 (205 (L37)  (0.00) - - - - - -
. ) 1367 2173 2735 3153 3467  37.00
Non-Acquainted Boys N6 324y (203 (@73 (222 (149)  (0.00) - - - - - -
Al Gils \eig 1694 2701 3388 3903 4316 4662 4961 5227 5467 5688 56895  60.89
(440)  (474)  (473)  (466)  (458)  (449)  (440)  (431)  (420)  (4.09)  (3.94)  (3.77)
) 1489 2408 3042 3519 3902 4222 4497 4738 4951 5143 5316 5475
All Boys N=18

(3.97)  (426) (424) (413)  (3.97) (3.79) (3.62)  (344) (325)  (3.06) (2.86)  (2.65)

Appendix A: Number of identified problems for any subject number calculated from all combinations



Number of subjects

1 2 3 4 5 6 7 8 9 0 11 12 13 14 15 16 17 18 19 20 21 22 23 24
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. _ 5 2 1 2 8 5 5 9 4 4 2 66.00
Acquainted Dyads N=12 G0 T B0 T (49 @7 @6 T (44 41 (38 (33 @7 T @9 (0.00)
5) 5) 0) 8) 4) 3) 6) 0) 5) 7 8)
15.8 25.0 31.2 35.6 39.0 41.7 439 45.7 47.3 48.7 49.9
. _ 3 8 2 6 5 4 4 8 5 1 2 51.00
Non-Acquainted Dyads ~ N=12 @4 T @45 T @1 37 B3 T @9 @5 @2 19 as T o1 (0.00)
1) 1) 4) 3) 3) 4) 8) 3) 0) 4) 1)
146 228 281 320 351 380
. . _ 7 7 5 0 7 0
Individual Girls N=6 @4 @6 (22 @7 (@3 (00 - - - -
3 0 0 5 4 0
136 227 295 352 400 440
. _ 7 3 5 0 0 0
Individual Boys N=6 16 (16 (16 (16 (11 (0.0 - - - -
0 5 9 0 5 0
18.1 29.4 37.4 43.6 48.6 53.0
. . _ 7 7 0 0 7 0
Acquainted Girl Dyads N=6 G0 T (50 T (46 3.9 @9 T (00 - - - -
5) 6) 4) 6) 8) 0)
17.3 28.0 35.0 40.0 438 47.0
. _ 3 0 0 0 3 0
Acquainted Boys N=6 G0 T @4 T @35 @7 @ T (0 -- -- -- --
2) 9) 4) 3) 5) 0)
18.0 28.6 35.5 40.6 44.6 48.0
. . _ 0 0 5 7 7 0
Non-Acquainted Girls N=6 @3 T @8 T (28 @0 s T (0 -- -- -- --
6) 4) 5) 5) 7 0)
) 13.6 21.7 27.3 315 34.6 37.0
Non-Acquainted Boys N=6 7 - 3 - 5 3 7 0 - - - -
(32 (2.9 @7 (2.2 (1.4 (0.0




4)

3)

3)

2)

9)

0)

All Girls
All Boys

N=18
N=18




Evaluating in a Healthcare Setting:
A Comparison between Concurrent and
Retrospective Verbalisation

Janne Jul Jensen

Department of Computer Science, Aalborg University
Fredrik Bajers Vej 7, E2-220, DK-9210 Aalborg East, Denmark

jji@cs.aau.dk

Abstract. The think-aloud protocol, also known as concurrent verbalisation
protocol, is widely used in the field of HCI today, but as the technology and ap-
plications have evolved the protocol has had to cope with this. Therefore new
variations of the protocol have seen the light of day. One example is retrospec-
tive verbalisation. To compare concurrent and retrospective verbalisation an
experiment was conducted. A home healthcare application was evaluated with
15 participants using both protocols. The results of the experiment show that
the two protocols have each their strengths and weaknesses, and as such are
very equally good although very different.

Introduction

One of the most commonly used protocols in usability evaluations is think-aloud. It is
also known under the name concurrent verbalisation, which will be the term used in
this paper. Concurrent verbalisation was originally introduced by Karl Duncker [2]
and has since then incorporated into HCI. Some of the strengths of the protocol are
that it is easy to learn [1, 5], it can be used by non-specialists in usability [6] and it
gives a fairly good insight into the cognitive processes of the participant in the evalua-
tion [4]. However, over the years some weaknesses have also been revealed. These
include a heightened mental workload of the participant [8] and that the thinking
aloud disturbs the participant’s interaction with the application [7].

Originally in HCI concurrent verbalisation was used in laboratory settings, but as
applications have evolved and become both mobile and context aware among other
things, the protocol has been challenged to cope with these new changes. Similarly to
bringing telephone conversations out into the public space, using think-aloud in all
settings might prove troublesome. Take, for instance, a newer branch of applications
for families or friends. Here we are dealing with information that can be very private
to the people involved and thus a certain amount of awkwardness can be expected if
they are to verbalise this in an evaluation.

If verbalisation in the classical sense of concurrent verbalisation is not always ap-
propriate, then it is necessary to think in alternatives. Another version of verbalisation
that has been used in several contexts is retrospective verbalisation. Just like concur-
rent verbalisation this protocol has both strengths and weaknesses. One advantage is
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the decrease of mental workload, as the participant is now free to focus on the task at
hand. However, a drawback could be that participants quickly forget specific details
that occurred in the task solving process and they are then unable to recall these de-
tails afterwards [3]. To shed some light on the pros and cons of the two protocols an
experiment was conducted. This was done as a field evaluation in the home healthcare
system. The reason for choosing this setting and type of evaluation was to make the
setting as realistic as possible in order to investigate any possible effects the surround-
ings might have with regards to sensitivity. Is it possible to observe any awkwardness
in using the concurrent think-aloud protocol compared to the retrospective think-
aloud protocol, with respect to a sensitive setting?

The Experiment

To compare concurrent vs. retrospective verbalisation in a healthcare setting and to
test the appropriateness of each protocol, an experiment was conducted. It was set up
as a field evaluation to create as realistic settings as possible.

The system chosen for evaluation was an application developed to aid home
healthcare workers in their daily work. It is an electronic replacement to the existing
paper-based system which is currently in use in many municipalities in Denmark. It
supports the current work-procedure as well as offer new functionality such as wire-
less access to added information about the elder citizens and the progress of co-
workers, information that earlier was available only at the main office building.

Participants
15 participants were chosen with the help of the head of the group of home healthcare
workers with due consideration for work plans etc. All 15 were trained home health-

care workers and their demographic data is shown in table 1.

Table 1. The demographic data of the 15 participants in the two protocols.

8 8 8 .
3 5 G2

& = s 53~

B3 R R L

Protocol < W= W= o~
Average 42.0 5% 8 3
Retrospective  High 54 12 13 6
Low 33 2 3% 1
Average 424 7 10.3 3.9
Concurrent High 57 18 23 6
Low 31 1 1% 1

The table shows the age, the experience as home healthcare workers in the munici-
pality where the experiment took place, the experience as home healthcare workers in



total and the level of experience with computers on a scale from one to six where 1 is
most experienced and 6 is least experienced. For each of these variables, the high low
and average has been calculated for each of the protocols.

Equipment

Fig. 1. The small clip-on wireless mo- Fig. 2. The equipment in the mobile labo-
bile camera from the mobile laboratory.  ratory used for concurrent verbalisation.

-,

Fig. 3. The mobile laboratory packed up Fig. 4. The setup for retrospective verbalisa-
for use. tion.

To support the field evaluation a mobile laboratory was used. It consists of small clip-
on wireless mobile cameras (see figure 1), wireless microphones and a mobile digital
video recorder. To run it all, it furthermore requires various types of batteries and re-
ceivers for the wireless technology. Only the camera and microphone are carried by
the participant, the rest is carried by the test monitor packed in a small bag (see figure
2 and 3).

For retrospective verbalisation, the digital recordings from the mobile video re-
corder were played back to the participant and the retrospective verbalisation was
caught using a camcorder (see figure 4).



Procedure

To gain the necessary insight into the field of home healthcare, a small ethno-
graphic field study was conducted. Based on a thorough examination of the system
and the insight gained from the ethnographic field study the 8 tasks that covered a
wide range of the commonly used functionalities in the application were designed and
the experiment was then designed in detail. With the design of the experiment in
place, a pilot was conducted for both protocols and the setup was adapted according
to the minor issues discovered.

15 participants were recruited from a local municipality. 14 were female and one
male, which was representative for the employment situation where women far out-
weighed the men. The actual experiment took six days and all evaluations were re-
corded on video. The evaluations took place in six different homes of actual elderly
citizens, with the citizen present during the evaluation to further heighten the realism
in the experiment.

7 of the 15 participants were assigned to evaluate using retrospective verbalisation,
while the remaining 8 participants evaluated the application using concurrent verbali-
sation. Each of the participants was given a thorough introduction to the experiment,
explaining the equipment and its function, what their contribution was, what was ex-
pected of them, what would happen etc. They were also instructed thoroughly in how
to apply the protocol assigned to them. They were then given 10 minutes to freely fa-
miliarise themselves with the system, before trying to solve the tasks.

After the introduction the experiment itself took place in the home of an elderly

citizen where the participants attempted to solve the tasks handed out. 8 participants
solved them thinking aloud during the evaluation whereas the other 7 had their test
session played back to them on a screen afterwards and were thinking aloud during
the replay. Upon completion of the evaluation each participant was debriefed.
All the raw video data was analysed afterwards and a list of problems was con-
structed. The severity of each of the problems was categorised according to the defini-
tion by Rolf Molich [5]. According to the definition a problem experienced by a par-
ticipant falls in one of three categories:

e Cosmetic: The user is delayed for less than one minute, is mildly irritated or is
confronted with information, which to a lesser degree deviates from the expected.

e Serious: The user is delayed for several minutes, is somewhat irritated or is con-
fronted with information, which to some degree deviates from the expected.

e Critical: The users attempt to solve the task comes to a halt; the user is very irri-
tated or is confronted with information which to a critical degree deviates from the
expected.

The categorisation was done by observing the video recording of each participant, and
then evaluate each situation according to the guidelines described above. A given
problem is often not experienced equally serious by each participant, and in those
cases the problem is categorised in the most severe category.



Results

This section sums up the observations made from the list of problems, which was ex-
tracted from the analysis of the raw video data.

Problems Revealed

In total, 105 problems were identified through the evaluation and interestingly the
participants using concurrent verbalisation revealed a total of 87 problems whereas
the participants using retrospective verbalisation only experienced 61 problems in to-
tal. This is a quite big difference which origin is not clear. One explanation could be
that the participants evaluating with retrospective verbalisation has an average com-
puter experience level that is almost a point better (3.0) compared to that of the par-
ticipants using concurrent verbalisation (3.9) on a scale from 1 to 6 (see table 2).

Table 2. Total number of problems, unique problems and the average computer skill of the par-
ticipants.

All Concur.ren_t Retrospect'ive
Verbalisation Verbalisation
Problems revealed 105 87 61
Unique problems* 44 30 (47) 14 (33)
Average computer experience 3.4 3.9 3.0

* Note that the number in parentheses refers to problems that are unique to that protocol and not necessarily
unique in total.

Unique Problems

When looking at the number of unique problems the experiment in total reveals 44
unique problems. 30 of these are problems revealed by the concurrent verbalisation
protocol, whereas the retrospective verbalisation protocol only experience 14 of the
44. Even if we look at problems that are unique to each of the protocols, concurrent
verbalisation discovers 47 problems that are unique to that protocol, whereas retro-
spective verbalisation only encounters 33 problems that are unique to that protocol
(see table 2). It has long been debated in the literature whether unique problems were
real or “false” problems, since they had only been encountered by one participant dur-
ing the evaluation, and how this seems increasingly likely when the number of par-
ticipants increase. If unique problems are indeed “false” problems, then this experi-
ment could indicate that retrospective verbalisation is better at eliminating these
“false” problems. This could be because the protocol is of a recall-nature, where the
participant simply recalls fewer of these “false” problems afterwards than what would
be verbalised in the situation, due to it not really being a problem after all.



“False” Problems — Do They Exist?

However, retrospective verbalisation finds only slightly more than half of the total
number of problems, and the question is if nearly half of the problems found can be
considered “false” problems. When looking at the severity, concurrent verbalisation
finds more problems in all three categories. If the problems found extra by concurrent
verbalisation were “false” problems, it would be fair to assume that they would ap-
pear mostly as cosmetic problems. However it is difficult to dismiss problems that are
categorised as critical as being false, so eliminating “false” problems can only partly
explain why retrospective verbalisation finds only slightly more than half the prob-
lems. Another explanation might be that the participant forgets some of the problems
in the short time between the evaluation and the retrospective verbalisation. Perhaps
problems seem less frustrating when looking back, than when in the middle of it. It is
possible that it is easier for the participant to keep the overview when sitting outside
the situation looking in.

Problems Detected by Both Protocols

There are 43 problems that are registered by both protocols. As an example one prob-
lem was that the participant did not enter username and password before pressing the
“login”-button. In another problem the participants did not understand the error mes-
sage displayed to them. Thirdly, the participants think “Unplanned task” adds an extra
task to the visit in progress. These three problems are typical for the 43 problems in
common of the two protocols and the initial inspection does not reveal any connection
between them that explains why exactly those problems have been revealed by both
protocols. The same is the case with the unique problems that also doesn’t seem to
have anything in common. Examples of those are: The participant thinks TAB will
move the cursor to the next text field. Secondly, a participant is unsure how to end a
visit in progress. Thirdly, a participant is unsure what data the “search”-button
searches in.

Few or Many — Nothing in Between

It is notable that in concurrent verbalisation it seems like the participants fall in one of
two groups. They either experience few or many problems and not the average in be-
tween, whereas the number of problems experienced by the participants in retrospec-
tive verbalisation is more evened out. Three of the participants using concurrent ver-
balisation experience only few problems (6-11) while the other five experience many
(21-36), but none of the participants experience the average number of problems in
between (12-20). This could be due to difficulties in verbalising concurrently with the
task-solving, as has been reported as a drawback of the concurrent think-aloud proto-
col [7]. This can materialise itself either as very little verbalisation due to difficulties
doing that simultaneously with the task-solving (few problems experienced) or by ex-
tra problems occurring due to lack of concentration caused by the simultaneous ver-
balisation (many problems experienced). In retrospective verbalisation this is much



more evened out, because the mental workload is lowered by letting the participants
concentrate on one thing at a time and the differing number of problems experienced
might simply be caused by their varying computer skills and also differing skills in
recalling their thought process at the time in details.

The Diverse Participants

Each participant in concurrent verbalisation revealed an average of 20.8 problems,
whereas each participant in retrospective verbalisation only discovered an average of
16.0 problems (see table 3). This difference is not particularly big though when con-
sidering the large spread in experienced problems between the participants, and this
spread is probably to be expected in a group of participants as diverse as the present
one. The group contained a wide variety both in job experience and computer experi-
ence and as such it would have come as a surprise if the amount of problems experi-
enced were similar between the participants.

Table 3. Average number of problems experienced totally and for each of the two protocols.

Total Concurrent Retrospective
Verbalisation Verbalisation
Average problems 18.5 20.8 16.0

Discussion

Many attempts have been made to determine which of the two verbalisation proto-
cols are better, but so far the results are differing between studies. Nielsen et al. [7]
discover quite a few weaknesses in concurrent verbalisation, and propose that Mind
Tape (a version of retrospective verbalisation) is a more viable option, whereas van
den Haak et al. [9] rate the two protocols as being equally good although clearly dif-
ferent. This study indicates that concurrent verbalisation finds more problems than
retrospective verbalisation, but it seems that this can be both a good and a bad thing.
Good, if it means that the number of “false” problems (unique) is minimized; bad
since it is not only “false” problems that aren’t discovered. Concurrent verbalisation
on the other hand seems to lay a higher mental workload upon the participant, causing
them to focus either on the task-solving process and thus tend to forget to verbalise or
to focus on the verbalisation thus loosing concentration on the task-solving. However,
the reason that retrospective verbalisation finds less problems might be that even in
the short time between the actual evaluation and the retrospective verbalisation, things
have already started to fade in the memory of the participant and problems are being
forgotten. Thus, the conclusion tends to lean towards that of van den Haak et al. [9]
that they are equally good, but very different.

As the observant reader might have noticed, the two protocols in the experiment
had an uneven number of participants: 8 participants used concurrent verbalisation,
while only 7 participants used retrospective verbalisation. This of course influences
the results in the subsection Problems Revealed of the Results-section, but even if the



numbers are corrected to compensate for that (done by taking all possible combina-
tions of 7 participants out of the 8 and then taking of the average of the amount of
problems found by these combinations of 7 participants in concurrent verbalisation),
concurrent verbalisation still reveals 81.125 problems to retrospective verbalisations
61. This is still a notable difference and does not change the conclusions drawn. The
same is the case in the subsection Unique Problems where concurrent verbalisation
still finds 27.3 of the globally unique problems (compared to the 30) and 41.1 prob-
lems that are unique to that protocol (compared to 47) when the numbers are cor-
rected to compensate for the extra participant as described above. Here the differences
too are still noteworthy even after the compensation and therefore does not change
any of the above written. It of course looks a bit odd to be talking about a fraction of a
problem, but it is simply to illustrate the average amount of problems that would have
been experienced, if we had only used 7 participants and not 8, regardless which 7
participants we were to choose of the 8. With the corrected numbers, table 2 would
then look as can be seen in table 4.

Table 4. Table 2 as it would look with the corrected numbers for concurrent verbalisation.

All Concurrent Retrospective
Verbalisation Verbalisation
Problems revealed 105 81.125 61
Unique problems* 44 27.3(41.1) 14 (33)
Average computer experience 3.4 3.9 3.0

* Note that the number in parentheses refers to problems that are unique to that protocol and not necessarily
unique in total.

One purpose of the experiment conducted was to look at the suitability of the pro-
tocols for sensitive settings, in this case healthcare in a field evaluation: Surprisingly,
and contrary to expected, there was no evidence that the participants using concurrent
verbalisation were influenced by the awkwardness or private nature of the information
they were verbalising about. This indicates that this is not an issue that affects the test
situation or the participant. It is however unclear if this goes for other settings and it
would be interesting to explore if, what can be described as sensitive settings, influ-
ence the suitability of verbalisation. However, this requires a definition of what makes
a sensitive setting, such as surroundings, participants etc., and then identifying appli-
cation areas where this could pose a problem.
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ABSTRACT

Research methods have been objects of discussions for decades and defining research methods is still a
substantial challenge. However, it is important to understand how research methods have been adapted
in different disciplines as it potentially informs us on future directions and influences on the discipline.
Inspired by previous studies from other disciplines, we conduct a classification of research methods in
paper publications within child-computer interaction (CCI). 132 papers on CCI are classified on a two-
dimensional matrix on research method and purpose. Our results show a strong focus on engineering of
products as applied research and on evaluation of developed products in the field or in the lab. Also, we
find that much research is conducted in natural setting environments with strong focus on field studies.
Finally, gender issues are important in many research studies with children while age issues play less
significant roles.
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Research methods, children’s technologies, HCI

1.  INTRODUCTION

During the past decade, there has been a significant increase in the published work relating to children
and interaction design and the annually held IDC conferences strongly support this growing develop-
ment. As a consequence, we are currently seeing that child-computer interaction (CCI) is becoming a
vibrant sub-field of human-computer interaction (HCI). While HCI has been growing in importance
during the last decades and has matured as a discipline, CCI is still rather immature and finding its
way. In several ways, CCI is truly multi-disciplinary and integrates elements from education and edu-
cational technology, and connects to art, design, storytelling, and literature. This disparity in methods
of enquiry makes it difficult for researchers to gain an overview of research, compare across studies
and gain a clear view on cumulative progress in this field. Different research methods have been
adapted in research projects involving children. This is no different than other disciplines, but it is im-
portant to understand how research methods have been adapted in different disciplines as it potentially
informs us on future directions and influences on the discipline (Kjeldskov and Graham, 2003).
Inspired by studies within information systems and related disciplines, we wish to evoke the dis-
cussion of research methods adapted in CCI during the last decade. Research methodology has been
examined in information systems for years; see (Galliers, 1990; Myers, 1997; Wynekoop and Congor,
1990). A number of frameworks have been proposed to facilitate the discussion of research methods in
information systems. For the study in this paper, we find the classification scheme found in Wynekoop
and Congor (1990), useful as it provides a simple but powerful analysis of a research discipline. We
wish to provide a snapshot of current and previous research conducted within our discipline to high-



Table 1. Summary of research methods on strengths, weaknesses, and use (adapted from Wynekoop and
Congor, 1990 and Kjeldskov and Graham, 2003).

Method Strengths Weaknesses Use
Natural Case Natural settings Time demanding Descriptions, explanations,
Setting studies Rich data Limited generalizability developing hypothesis
Fields Natural Settings Difficult data collection Studying current practice
studies Replicable Unknown sample bias Evaluating new practices
Action First hand experience Ethics, bias, time Generate hypothesis/theory
research Applying theory to practice  Unknown generalizability Testing theories/hypothesis
Artificial Laboratory Control of variables Limited realism Controlled experiments
Setting experiments  Replicable Unknown generalizability =~ Theory/product testing
Environment  Survey Easy, low cost Context insensitive Collecting descriptive data
Independent  research Can reduce sample bias No variable manipulation from large samples
Setting Applied The goal is a product which May need further design to  Product development,
research may be evaluated make product general testing hypothesis/concepts
Basic No restrictions on solutions  Costly, time demanding Theory building
research Solve new problems May produce no solution
Normative Insight into firsthand Opinions may influence Descriptions of practice,
writings experience outcome building frameworks

light how the research has been carried out. Thus, our aim is also to provide a mechanism that can be
used to further develop a community of researchers within CCI, which is likely as important to a young
discipline as ours. Section two outlines and describes the classification matrix explaining different re-
search methods and purposes. Section three classifies research methods in papers on CCI (the papers
are listed in the appendix). Section four discusses the results of the study and compares the results to
studies of other disciplines.

2. CLASSIFICATION OF RESEARCH METHODS

Research methods have been objects of discussions for decades and defining research methods is still a
quite substantial challenge (Kjeldskov and Graham, 2003). Since the aim of this paper is to classify ex-
isting research papers according to applied research methods in the design of children’s technologies, it
is not our intention to define research methods or propose new research methods. As a result, we have
chosen a definition found in Wynekoop and Congor (1990) for classification of research methods in
computer aided software engineering (CASE) and later adapted by Kjeldskov and Graham (2003) for
mobile human-computer interaction research methods.

This classification of research methods proposes a matrix of two dimensions namely research
methods and research purposes. In the following, we will provide a description of the research methods
and purposes extracted from the discussions in (Kjeldskov and Graham, 2003; Wynekoop and Congor,
1990), supplemented by definitions and discussions of research methods in information systems
(Rapoport, 1970; Stone, 1981; Yin, 1994) (for more detailed descriptions please refer to (Wynekoop
and Congor, 1990, pp. 132-141) or (Kjeldskov and Graham, 2003; pp. 318-324).

2.1.RESEARCH METHODS

The eight research methods include case studies, field studies, action research, lab experiments, survey
research, applied research, basic research, and normative writings. The first three are natural setting
research methods conducted in real organizational settings, the fourth is an artificial setting research



method conducted in a laboratory, while the latter four are environment independent setting research
methods as they assume no influence by the context of the conduction.

The natural setting research methods are conducted in real organizational settings and include case
studies, field studies, and action research. Case studies are intensive evaluations of small samples of
entities e.g. groups, organizations, individuals, systems, or tools (Yin, 1994). Usually researchers will
collect both quantitative and qualitative data through multiple means including interviews, observation,
questionnaires etc. Often none or few experimental or statistical controls are enforced (Galliers, 1990).
Case studies have been found particularly useful for explaining or describing phenomena and for de-
veloping hypotheses, but they can be rather time consuming and generalization of findings is some-
times limited. Field studies are research activities taking place in the real world (opposed laboratory
environments). Field studies can integrate both quantitative and qualitative approaches ranging from
ethnographic studies to field experiments. Ethnographic field studies typically bring the researcher in
the field spending considerable time observing the environment, whereas field experiments are charac-
terized by manipulation of independent variables to observe changes in a natural setting (Galliers,
1990). One advantage of field studies is that they often yield results over a relative short period of time,
but researchers face a risk of experimental manipulation in field experiments. Action research reflects
research where the researcher conducts the research activities while participating in the intervention
and simultaneously evaluating the results (Myers, 1997). Action research aims at both contributing to
the practical concerns of people in problematic situations and to the goal of social science in a joint col-
laboration (Rapoport, 1970). Action research has some advantages, e.g. the researcher gains a first-
hand understanding of the situation and the researcher is not viewed as interfering with the process.
The drawbacks are that action research is rather time consuming and ethical challenges emerge as re-
searcher gains understanding of phenomena while at the same time concealing them.

The artificial setting research method is conducted in a laboratory and includes laboratory experi-
ments. Lab experiments, opposed to field experiments, take place in a controlled environment with the
experimenter in control of assignments of subjects, treatment variables, and manipulation of variables
(Stone, 1981). Major advantages of lab experiments are more precise measurements of the phenomena
studied and enhanced possibilities to replicate. Disadvantages include that generalization is limited to
the sample population and the assumption that real-world interference is not important.

The environment independent setting research methods are assumed to have no influence by the
context of the conduction and include survey research, applied research, basic research, and normative
writing. 1) Survey research applies information from a known population gathered through e.g. inter-
views or questionnaires. The data is collected directly from the respondents and normally assumes un-
affected by the context. The advantages of surveys are that very large samples can be collected in a
relative short period of time and generalization can be achieved for a broader population. Disadvan-
tages include the assumption of snapshot of phenomena which often requires triangulation of different
approaches. 2) Applied research informs research where intuition, experience, deduction, and induction
are used to analyze a specific research problem (Wynekoop and Congor, 1990). Typically, the ap-
proach taken in applied research to solution finding is trail and error based on the capabilities of the
researcher. One advantage of this approach is the goal-directness and the usefulness of an end-product
being developed. Drawbacks include that the initial solution may not be elegant, easily adapted, or con-
text-independent. 3) Basic research is about developing new theories or performing research in a field
where the problem is known, but the methods and solutions are not known. The approach is, like ap-
plied research, trail and error based on the capabilities of the researcher. Basic research holds the ad-
vantage that no preconceptions exist and there is often no time pressure. Disadvantages are that the re-
search is slow and may not yield any useful solutions. 4) Normative writing is a final category of re-
search methods included by Wynekoop and Congor which they refer to as “non-research” writings
about phenomena of interests. They suggest that normative writings include concept development writ-
ings, presentation of “truth”, and application descriptions (Wynekoop and Congor, 1990). Concept de-
velopments indicate direction for future research whereas presentations of “truth” present ideas of con-



Table 2: Selected outlets, numbers of candidate papers, and numbers of selected papers

Outlets: Journals/Proceedings Candidate papers Selected papers
(1996-2005) N % N %
ACM Transactions on Human-Computer Interaction (TOCHI) 135 4 3 2
International Journal of Human-Computer Studies (ITHCS) 684 21 3 2
International Journal of Human-Computer Interaction (ITJHCI) 258 8 0 0
Behaviour and Information Technology (BIT) 356 11 3 2
Interacting with Computers (IwC) 326 10 9 7
Personal and Ubiquitous Computing (PUC)' 214 6 10 8
Conference on Human Factors in Computing Systems (CHI) 732 22 40 30
Conference on Interaction Design and Children (IDC) 54 2 55 42
International Conference on Human-Computer Interaction (Interact)’ 381 12 8
Symposium on Designing Interactive Systems (DIS)" 155 5 1 1
Total 3295 100 132 100

' Personal and Ubiquitous Computing has been published since 2000

% The IDC conference has been held annually since 2002

3 The Interact conference has been held bi-annually (1997, 1999, 2001, 2003, 2005)
* The DIS conference has been held four times in the period (1997, 2000, 2002, 2004)

cepts that seem intuitively correct. Application descriptions are narratives written by practitioners out-
lining subjective views on situations or phenomena. The main advantage of normative writings is that
they require very little effort to produce.

2.2.RESEARCH PURPOSES

Wynekoop and Congor (1990) propose a second dimension in their matrix namely research purpose. In
our review of research methods in children’s technology design, we will adapt the same dimension.
The categories and definitions for the five research purposes are summarized below. 1) Understand is
the focus on grasping the meaning of the entities being studied, e.g. frameworks that attempts to cate-
gorize for better understanding. 2) Engineer is the focus of research where the aim is to develop new
systems or parts of systems. 3) Re-engineer is the re-development of an existing system or part of a
system usually based on an evaluation. 4) Evaluate is the assessing or validation of a product or a sys-
tem, either to compare a single product or to compare more products. 5) Describe is the research that
defines or describes features of an ideal system or situation.

3. CLASSIFICATION OF RESEARCH METHODS

This section will present our classification of research methods in selected research papers on design of
children’s technologies. This will be done accordingly to the definitions of the matrix by Wynekoop
and Congor (1990). A total of 132 papers were selected from the following top-level journals and con-
ference proceedings for the period 1996-2005 (see table 2). While other journals and conferences exist,
we find that the pool of included research papers provides a solid base for the classification given the
number of papers and the high-quality reviewing process of the journals and conferences. The 132 pa-
pers were selected for the review based on a thorough examination of all full research publications in
the above journals and proceedings.

During the period (1996-2005), a total of 3295 candidate papers were published in the selected out-
lets (se table 2). We read abstracts (and occasionally introductions, methods etc.) of all 3295 candidate
papers and a paper was selected for the classification if it dealt with issues or aspects of children’s tech-
nology design. The 132 selected papers were printed out, numbered, read through. Like Kjeldskov and
Graham (2003), we aimed to ensure consistency by scanning all papers a second time over a few days



Table 3. Classification of research methods in design of children’s technologies. The numbers refer to the items
listed in the appendix of the reviewed research papers.

Case Field Action Lab Survey Applied Basic ~ Normative
studies studies research  experiment research research research  writings
Understand | 5, 19, | 27,29, 30, 48, 49, ! 1 4,8,23,26, | 63,77, 34
120,43, 155,60,61,71,74, 155,107,113, 114 ! :
146,47, 81,93,102, 111, 126 !
165,72,1 113,129 =
7 . . . . . . .
Engineer | 1 22,32, 44, 58, 84, | 1 2,31,32,33, ! L 5,6,12,13,17,
' 1 90,91, 118, 121 ! 5 85 5 118, 19, 24, 25, 27,
! : : = 137,38, 42, 45,47,

148, 51,52, 60, 64, !
1 66, 67, 70, 73, 78,
1 80, 86, 87, 88, 89,
194, 95,96, 97, 99,
1100, 102, 104, 106!
1108, 109, 110, 112,
1113, 114, 115, 116,!
1117, 119, 120, 121,!
1123, 124, 130, 131,]

| 132
Re- | 118 53,54, 68 111,24, 51, 52, 78,
engineer 94 !
Evaluate | 19,10, 11,12, 15, | ! 3.4,5,6,7, |
| 116,17, 18,19, 22, ! 114,21, 23, 24,
125,28, 29, 30, 31, ! 138, 44, 50, 51,
137,39,42,47, 48, | 152, 53, 54, 56, |
152,59, 62, 66,67, ! 157, 64, 69, 75,1
173,74, 76,78, 82, ! 180, 85, 88, 89,!
1 83, 89, 90, 91, 92, | 194, 96,97, 98, |
1 95,99, 100, 106, ! 1101, 104, 105, !
1109, 110, 112, 114! 1107, 112, 113,
119, 120, 121, 127,| 1117, 122, 123,
. 130,131,132 | L 124,128 . . .
Describe ! | ! ! ! ! L8 11,35,36,40,
: : : : : : ' | 41,62, 82,
| 83, 84, 86,
103,106, !
112, 120,
125

and to ensure validity by having both authors reading and classifying all 132 papers individually and
then afterwards negotiate the classifications in collaborative effort. The classification of the papers can
be found in table 3. As with the survey by Kjeldskov and Graham (2003), some of the reviewed papers
clearly employed more than one research method and had multiple purposes. As a consequence, these
papers were given multiple classifications and appear more than once in the table. This implies that ag-
gregate percentages sometimes amount to more than 100%.

Table 3 shows that 58% of the selected papers fall into the field study category (76 of 132 papers).
The second and third most used categories are applied research (47%) and lab experiments (42%). We
found 16 entries for normative writings, nine for case studies, three surveys, and one for basic research,
and zero for action research. Our study indicates no clear bias towards either natural setting environ-



ments, artificial setting environments, or independent setting environments, but there is a somewhat
strong focus on natural setting environments.

Considering the research purpose, we find that 68% of the papers did some sort of evaluation (90
of 132 papers), of which 56% are conducted in field evaluations (50 of 90) and 44% are conducted in
laboratory experiments (40 of 90). The second most preferred purpose is engineering with 52% of the
papers (69 of 132 papers) of which 81% would employ applied research as research method (56 of 69).
Also, 28% papers fall into the category of understanding mostly based on case studies, field studies, or
lab experiments. Thus, there seems to be a clear bias towards evaluating products (often with children
at different ages, but also different kinds of adults, e.g. teachers) and on developing (engineering) pro-
totypes and products for children.

Of the 62 papers on applied research, 90% would do so for engineering purposes while 10% would
re-engineer. Considering the 56 papers employing applied research for engineering purposes, we found
that 52% of these papers followed up on their design with a field evaluation and another 36% followed
up with a laboratory evaluation (three papers conducted both a field and a lab evaluation). Hence, 10 of
the 56 papers (18%) did not report from any evaluation of the engineered solution. Furthermore and
quite remarkably, only seven of the 56 papers also report from activities on understanding, thus 88%
did not report any findings related the research purpose understand.

Many of the papers involve research in natural setting environments with 64% (85 of 132 papers)
and most of this research takes place in field studies 89% (76 of 85). Furthermore, of the 37 papers
aiming to understand, most would conduct research in a natural setting environment (68%). This would
usually be done be observing children in their natural habitat, e.g. schools. On the other hand, 22% of
the understanding papers would employ a lab-based setup (8 of 37 papers). Finally, of the 16 papers in
the description category, 15 would fall into the normative writing category proposing ideas and sugges-
tions of e.g. methods for developing with children.

4. DISCUSSION

Our study reveals that much research on child-computer interaction (CCI) focus on evaluating or engi-
neering purposes and many papers present some design solution typically followed by a controlled,
systematic evaluation with the purpose of assessing the success of the engineered solution. On the other
hand, there is no clear bias towards any preferred environment for research conduction on children’s
technology design, but natural setting environments are commonly used. Such research is typically
conducted in schools primarily for evaluating educational products. Examining the results of our sur-
vey further, we identify a number of issues that seem to characterize the CCI field. In the following, we
refer to some of the research papers in the appendix through numbers in brackets e.g. [23].

Our classification reveals that our discipline has a rather strong focus on natural setting environ-
ments. This is pursued primarily through different kinds of field studies and secondarily through case
studies. The strong focus on natural settings and field studies is in deep contrast to the survey study on
mobile technologies. Kjeldskov and Graham (2003) found that for research on mobile technologies
very few studies moved into a real world context for any research purpose. One of the identified prob-
lems was the immediate lack of control in a real world setting, e.g. when evaluating a product in the
field it could be difficult to judge influence of contextual factors when assessing the mobile system.
However, this lack of control does not seem to influence the evaluation setting for many studies on
children’s technology design as many would evaluate their design solution through a field study
evaluation. Rather than viewing the dynamics of the real world context as problematic, more research
studies on children’s technology design regard this influence as useful and necessary for understanding
the usefulness and usability of the produced solution. Furthermore, the strong focus on field studies
may also come from the fact that when evaluating children’s technologies the most obvious way to re-
cruit subjects is to place the evaluation in a school environment and several evaluations take place in
schools, e.g. [78, 99, 120, 121, 131]. Other studies exploit the field as natural component of evaluating



context-aware or learning technologies that are closely related to the context, e.g. [90, 114]. On the
other hand, we identified no studies employing action research as research method. This is comparable
with the mobile technology survey (Kjeldskov and Graham, 2003). Kjeldskov and Graham state that
the lack of action research is due to a rather limited established body of theoretical knowledge and an
unwillingness to implement these technologies in real life mainly due to high costs. This could also be
the case for our discipline, but the included research papers provide no clear indication on the lack of
action research.

The classification demonstrated only limited focus on understanding as research purpose. This is
somewhat surprising as children are generally acknowledged to have different needs and capabilities in
relation to software technologies compared adults. As a consequence, a major research challenge in
CCI remains to better understand children as users and consumers. However, our study found a rather
limited focus on reporting issues of understanding. From the papers focusing on understanding, we
found a tendency towards that researchers would to utilize case studies when they want to understand
more general level issues of children’s use and perception of software technologies, e.g. impact of us-
ing natural language programming languages [20], social impact of technologies [43], and unique
needs of pre-school children in learning environments [46]. Field-based studies or lab-based experi-
ments are often conducted when researchers are trying to investigate specific aspects of children’s in-
teraction with software technologies. Field studies are then often applied when the context of use plays
an important role, e.g. involvement and learning in a museum [48], impact of a distributed, cooperative
system on the educational practices in a school [27], or relative benefits of two data gathering tech-
niques [102]. On the other hand, lab experiments are often conducted to understand relative benefits of
exiting or emerging methods, e.g. think-aloud and constructive interaction [3, 4]. Despite these studies,
understanding as research purpose is very little represented compared engineering and evaluation.

Given the strong focus on applied research for engineering purposes, it seems quite surprisingly
that very few papers also report from research purposes of understanding. This lack of focus was also
identified for mobile technologies and Kjeldskov and Graham (2003) concluded that the question of
usefulness and what is perceived to be problematic from a user perspective is poorly represented in
mobile technology research. The limited focus on understanding prohibits us from a deeper understand-
ing of the needs and requirements of children in relation to use of new technologies. Such information
could potentially inform us on new and innovative products for children. On the other hand, only seven
papers report from understanding as research purpose when also engineering a product as applied re-
search, e.g. [5, 19, 27, 47, 60, 113, 114]. This does not necessarily imply that the other studies on ap-
plied engineering did not conduct activities related understanding, but these papers did not reflect such
activities. Furthermore, the limited focus on case studies and survey research prohibits our discipline
from research results that could collect large amounts of data from, for example, children’s actual use
of current technologies and more general preferences of contemporary and future technologies.

Very few papers explicitly reflect upon issues related the age of the involved children. One can ar-
gue that children are primarily defined by their age; age has significant influence on children’s capa-
bilities and skills. Our study focused on research involving children up to 18 years and the selected
studies involved children at all ages ranging from pre-school children, such as children aged 2-5 in the
design of ActiMates [123], through middle-aged children, such as Audiodoom for visually impaired
children aged 7-11 [80], to older children, such as the Progress Portfolio tool for children aged 14-18
[78]. However, most studies involve middle-age children (8-12 years old) whereas much fewer studies
involve pre-school children and teenagers. Furthermore, some research studies focused on or involved
children using a broad age range, e.g. the programming tool for girls aged 6-13 [47], while other stud-
ies focused on a much more narrow age range, e.g. HandLeR a mobile educational device involving
children aged 10-11 [114]. Somewhat surprisingly, only few studies explicitly reflect upon the chil-
dren’s age and their involvement in interaction design. Wyeth and Wyeth state that pre-school children
can be engaged with computers given the right interfaces [130], and Raffle et al. report on age range
findings for Topobo, a 3D constructive assembly system [99]. They found that kindergarten children



(5-6 years old) would engage differently with the developed system compared second graders (7-8
years old) and more focus on single aspects of the system. Finally, Bekker et al state that usability
evaluators should phrase tasks carefully according to the age of the children [9, 10]. Ling conducts a
larger survey among children and teenagers in Norway and reports on differences and similarities be-
tween children use of mobile phones for different ages [77].

We found that much CCI research focus on gender issues; opposed other research discipline classi-
fications (Kjeldskov and Graham, 2003; Wynekoop and Congor, 1990). Several of the selected re-
search studies involved only girls in the process, e.g. [32, 33, 37, 47, 60, 88, 104], while surprisingly
we found no studies involving boys only. The primary motivation for involving only girls in the studies
seems to stem from the fact that girls are poorly represented in major computer science and information
technology educations in both the States and in Western Europe. As an example, Gweon et al. deliber-
ately attempted to expose girls to programming through creative tools [47] while Isomursu et al. in-
volve girls only in a design process as they state that young girls are often neglected in the design of
technical devices [21]. Other studies report on the impact of gender in the design process, e.g. Als et al.
found that acquainted dyads of boys collaborated better than acquainted dyads of girls when usability
evaluating using constructive interaction [4] while Fails et al found that pre-school girls verbalized
more than boys during interaction with physical and desktop environments [38]. Stringer et al. found
that boys showed higher enthusiasm for a given technology than girls which gave the boys a way into
the activity on more equal terms [121]. Ling found that girls and boys have different mobile phone tra-
ditions where e.g. girls would more often borrow mobile phones when living at home than boys [77].
Hourcade et al. coincidently found a number of gender issues in pre-school children. They found that
boys performed better than girls in some pointing task assignments [55]. Also, Benford et al. discov-
ered that children would often team up in gender-wise pairs if given the opportunity [12]. The Tur-
boTurtle project adapted mixed gender pairs to explore male domination during collaboration and
found surprisingly rather extreme behaviours of the children with respect to collaboration in mixed
gender pairs [24].

5. CONCLUSION

We are currently seeing that child-computer interaction (CCI) is becoming a vibrant sub-field of hu-
man-computer interaction (HCI) and while HCI has been growing in importance during the last dec-
ades and has matured as a discipline, CCI is still rather immature and finding its way. As a modest at-
tempt to mature our discipline, we conducted a classification of 132 research papers on child-computer
interaction to highlight research methods and purposes. Our classification showed that CCI has a rather
strong focus on natural setting environments primarily pursued through field studies and secondarily
through case studies. Also, we found a rather limited focus on reporting issues of understanding within
CCI as most papers would report on engineering or evaluation purposes. Further, age seems to play a
double-sided role in CCI as it is generally acknowledged as an important aspect, but rather few studies
explicitly investigate age aspects or reflect upon this aspect. Finally, gender plays an important role in
CCI opposed other research disciplines.

The classification provides a number of opportunities for future research within our discipline.
First, the tight integration of children and designers/researchers could be further explored in action re-
search projects. Secondly, different kinds of research on, for example, case studies and survey could
inform us on different issues and from different perspectives on children’s use of technologies.

Our classification is limited in a number of ways. First, the classification matrix was designed for
and built upon research in the field of information systems. Thus, the applicability of the matrix for
CCI research may be limited. As it can be seen from the classification table, several of the cells are
empty and the combination of some methods and purposes may be infeasible. Secondly, classifying
research papers according to methods and purposes was difficult as many papers would fall into more
categories, and as several papers lacked information on research methods and purposes. Furthermore,



the descriptions of adapted methods were often ambiguous resulting in several possible interpretations.
As a result, we had to read and review the papers in several iterations; also we renegotiated definitions
of methods, e.g. action research.
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