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About

• Technical Director at GigaSpaces

• Founder Compass

• Open source, search library on top of Lucene

• Founder ElasticSearch

• Open source, distributed, RESTful, search 
engine

• Twitter:  @kimchy
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About GigaSpaces Technologies

75+ Cloud Customers 300+ Direct CustomersAmong Top 50 Cloud Vendors
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Enabling applications to run a distributed cluster as if it was a single machine…
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Data Grid APIs

Process ProcessProcess

Client
Application

Client
Application

put / writeget / read

• Put / Write by key

• Get / Read by key

• Remove / Take by key

• Extended:

• Read or Take by template / query
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Beyond the simple APIs

• Register for Events / Notifications

• Using templates / query

• Blocking Take (remove with timeout)

• Using template / query

• Optionally async, non blocking on the data grid

Process ProcessProcess

Client
Application

Client
Application

blocking takeevent / notify
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Distributed - Clustering  / Sharding

• Different clustering models

• All aim to allow scale

• Different CAP tradeoffs

• Remember, CAP talks about a point in time

ProcessProcess ProcessProcess

Replication

Primary 1Backup 1

Replication

Backup 2Primary 2
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Collocation - Data & Logic

• The crucial ingredient

• Two Manners to achieve it

• Ship code to data (i.e. map / reduce)

• Start code with data, send command / message

ServiceService Service

Data Messaging

Write

Take
Write Notify

Take

Latency
Path

Process
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Collocation - Linear Scalability

• Self sufficient “units of work”

• No “external” dependency == collocated

Space

Enrichment
Service

Order Book
Service

Data Grid Event Grid

Take
Write

Take
Write Notify

Latency PathProcessing Unit (VM)

Space

Enrichment
Service

Order Book
Service

Recon.
Service

Data Grid Event Grid

Take
Write

Take
Write Notify

Latency Path

ServiceService Service

Data Messaging

Take
Write

Take
Write Notify

Latency Path

Linear S
ca

labilit
y

Process
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Actor Model with Data Grids

• Blocking Take, template defines the “mailbox”

• Transactional, APIs are thread safe

Polling Container 

Actor WriteTake

WriteClient

Read

Processed
Message

Space

Message
1

4

2 3

Process
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Actor Model with Data Grids

• Partition for scaling out

• Aim for collocation

Polling Container 

Actor Write
Take

Write

Client

Read

Processed
Message

Message

1

4

2
3

Process - Partition 1
Polling Container 

Actor Write
Take

Processed
Message

Message

2
3

Process - Partition 2

Proxy
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Actor Model with Data Grids

• Highly Available through Backups

• Failure causes backup to become primary

• And start process data without loosing any

Polling Container 

Actor Write
Take

Write

Client

Read

Processed
Message

Message

1

4

2

3

Process - Primary
Polling Container 

Actor Write

Process - Backup

Proxy

Replication
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Searchable Data Grid

• Distributed Lucene Directory

• Think distributed file system over Data Grid
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Searchable Data Grid

• Index Data stored in the Data Grid (Write Behind)
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Searchable Data Grid

• Collocated Indexing

• Map / Reduce like search
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Social Search

• The facebook / twitter problem

• Find friends, friends of friends, repeat...

• No obvious partitioning
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Social Search

• Smart *async* Map Reduce

• Go to where your friends are, find their friends

• Collocated “work”: filtering, security, ...

Process ProcessProcess

Client

Cluster

Proxy

Partition 

1
Partition 

2
Partition 

3
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Questions?
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Thanks
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