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Managing the performance 
outside of the test center 



Testing & Lifecycle 

Dev 
(local, remote, outsourced) 

Test/QA 

Business 

Ops 
(local, remote, outsourced) 
• Cloud load testing 
• Monitoring 



Test/QA 

✘What? 
✘Who? 
✘When? 
✘How? 
✘Code? 
✘Recreate? 

✘Business impact? 
✘Priority? 
✘Competitive info? 

Testing & Lifecycle 

Too much time 
reproducing 
problems! 

Not engineered for 
performance!   
Too many iterations! 

Too many 
business 
impacting 
issues! 

Not enough business 
context! 

$$$$$$ 

Dev 
(local, remote, outsourced) 

Ops 
(local, remote, outsourced) 

Business 

Days/Hours 

before 

release!!! 



Add couple seconds… 

 

Source : http://www.gomez.com/pdfs/wp_why_web_performance_matters.pdf 

http://www.gomez.com/pdfs/wp_why_web_performance_matters.pdf


… but even one second matters 

 

Source : http://www.gomez.com/pdfs/wp_why_web_performance_matters.pdf 

http://www.gomez.com/pdfs/wp_why_web_performance_matters.pdf


Why Web Performance Matters 

 

Source: Steve Souders @ Velocity Conference 2009 

http://radar.oreilly.com/2009/07/velocity-making-your-site-fast.html 

2 second  
slowdown  4.3 reduction in  

revenue/user* 
% 

400 
millisecond delay  

0.59 % 

fewer searches/user* 

50 % more pages/visit than users experiencing the 
slowest page load times* 

noticed that users that experience the fastest page load times 

view 

reduced page load times from ~7 seconds to ~2 seconds, 

found that a 

determined 
that a 

leading to a increase in revenue and 7–12 % 
reduction in  
hardware costs* 50 % 

http://radar.oreilly.com/2009/07/velocity-making-your-site-fast.html
http://radar.oreilly.com/2009/07/velocity-making-your-site-fast.html
http://radar.oreilly.com/2009/07/velocity-making-your-site-fast.html
http://radar.oreilly.com/2009/07/velocity-making-your-site-fast.html
http://radar.oreilly.com/2009/07/velocity-making-your-site-fast.html
http://radar.oreilly.com/2009/07/velocity-making-your-site-fast.html
http://radar.oreilly.com/2009/07/velocity-making-your-site-fast.html
http://radar.oreilly.com/2009/07/velocity-making-your-site-fast.html
http://radar.oreilly.com/2009/07/velocity-making-your-site-fast.html
http://radar.oreilly.com/2009/07/velocity-making-your-site-fast.html


 

How fast is your 

web site? 



Is the 

speed of 

this wheel 

telling you 

much? 

 



So what should we look at? 

 

Here ? 

There ? 



So what should we look at? 

 

What about these ones? 



 

There ? 

So what should we look at?  



So what should we look at?  

 

Here ? 



So what should we look at?  

Backbone 

Last Mile 



Accelerating Browser Evolution 

Source: modified version of evolutionofweb.appspot.com 

Browser agents need to follow this pace 



Various results, same application 



 



Which device?  

• How long did it take to sell 1 million unit?  

– 3 years for the IBM PC 

– 73 days for the iPhone 1 

– 3 days for the iPad2 

• ….and the iPhone 5 reached 2 millions in 
1 day 

 



 

All right, 

let’s give 

up then! 



Why traditional testing is not enough 
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Why traditional testing is not enough 

users 

3rd parties 

databases 

public 
clouds 

private 
clouds 

synthetic 
tests 

web  
3rd parties 

calls from 
external 

app servers 
web servers 

Virtualization 



Why traditional testing is not enough 

• More and more seen as cost rather than value 

– Hard to match real-life environment  

– Hard to match real-life scenarios 

– Takes time to setup 

– Not deep enough 

– Not often enough 

– Too close to go-live date most of the time 



 

Turn the production 

environment into your 

test workbench 

 



 

What is testing after all? 

A set of activities we 

undertake to reduce 

uncertainty about the quality 

of the system under test 
 

 

Seth Eliot (http://blogs.msdn.com/b/seliot/) 

http://blogs.msdn.com/b/seliot/
http://blogs.msdn.com/b/seliot/


Test many things from many places 

www.gomez.com/resources/instant-test-center 

 



Test many things from many places 

speedoftheweb.org  

 



Analyse the client side 

Ajax.dynatrace.com 

 



Analyse the client side 

User sees page 

Page loaded 

Fully loaded 

Ajax.dynatrace.com 

 

 



Analyse your CLOUD provider 

 

cloudsleuth.net/global-provider-view 

 



Analyse your CDN prodvider 

 

cloudsleuth.net/cdn-performance-analyzer 



Analyse your 3rd party content 



Analyse your 3rd party content 

 



www.outageanalyzer.com  

Monitor your 3rd party content 



Load Test from the (right side of the) Cloud 

First 20 minutes Cloud 
testing  shows acceptable 
performance 

After 2500 users Response 
time climbs. Availability 
drops. Error rate climbs 



Load Test from the (right side of the) Cloud 
Last Mile shows different 
story 

Availability is terrible even 
at minimal load for real 
users 



SLAs measure this 

Customers 
experience this 

31% over 10s 

25% over 15s 
22% over 20s 

Monitoring 
shows this 

Look at real transactions… not just the average one 



Look at real transactions… not just the average one 

 

90th percentile 

Average 

50th percentile 



Look at real transactions… not just the average one 

 



Look at real transactions… not just the average one 

 



Look at real transactions… not just the average one 

 

Slow, but we can live 
with it, right? 

Ooooppppssss!!! 



Conclusion 

• Analyze the client side 

• Analyze & Monitor Cloud platform 

• Analyze & Monitor CDN 

• Analyze & Monitor 3rd party content 

• Load test your production platform 

• Look at real transactions 

 

 

 

… and become the ops team best buddy  

 


