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Testing & Lifecycle

Business
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* Cloud load testing
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Testing & Lifecycle

Business
X Business impact? Not enough business
X Priority? _ context!
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X Code? -
X Recreate? ——"""~~I\
I = I
“"Days/Hours
before
—
(local, remote, outsourced) (local, remote, outsourced)
Test/QA
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Add couple seconds...
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Source : http://www.gomez.com/pdfs/wp why web performance matters.pdf '@ware



http://www.gomez.com/pdfs/wp_why_web_performance_matters.pdf

... but even one second matters

Customer
Page Views Conversions Satisfaction
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= « Lost revenues

-16% | « Brand damage

-18% _| » More support calls

» Increase costs

Source : http://www.gomez.com/pdfs/wp why web performance matters.pdf @mar&
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Why Web Performance Matters
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Google Webmaster Central Blog

Official news on crawling and indexing sites for the Google index

GC

Using site speed in web search ranking *

Friday, April 09, 2010 at 11:00 AM
Webmaster Level: All |hrchive El

You may have heard that here at Google we're obsessed with speed, in our products and on the

/ & s
ﬂ s part of that effort, today we're including a new signal in our search ranking algorithms: Site Feed
o 2l Site speed reflects how quickly a website responds to web requests. +| Google~ |

Speeding up websites is important — not just to site owners, but to all Internet users. Faster

12EE reader s

sites create happy users and we've seen in our internal studies that when a site responds slowly, 'Ev-reecetrNER

visitors spend less time there. But faster sites don't just improve user experience; recent data
E shows that improving site speed also reduces operating costs. Like us, our users place a lot of
value in speed — that's why we've decided to take site speed into account in our search rankings.
We use avariety of sources to determine the speed of a site relative to other sites.

'-:" Select Language | ¥

hardware costs*

Source: Steve Souders @ Velocity Conference 2009
http://radar.oreilly.com/2009/07/velocity-making-your-site-fast. htmi
e ——— e e .
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How fast Is your
web site?




Is the
speed of
A " mthis wheel
B telling you
~ much?




So what should we look at?
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So what should we look at?
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So what should we look at?
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So what should we look at?
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So what should we look at

Backbone
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@ copyright Gomez 2012
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Accelerating Browser Evolution

1965 1995 1997 1968 1599 2000 200 2002 2003 2004 2005 2006 2007 2008

l mobile framework.

Source: modified version of evolutionofweb.appspot.com



Various results, same application

m PAGELOADTIME = PERCEIVED RENDER TIME
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l:hrnme Chrnme Chrnme Firefox 3 F'refox4 Firefox 5 Safari4 Safari5 Internet Internet Internet
Explorer 7Explorer 8Explorer 9
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[ lntemet
3 Explorer 7

4
~Drgspt WS

been in a coma for over 5 years and you are still
using |IE7. To help make the Internet a better

place, you will be charged a 6.8% tax on your
purchase from Kogan.com

This is necessary due to the amount of time required to make web
pages appear correctly in IE7.

AVOID THE TAX, USE A BETTER BROWSER:

X




* How long did it take to sell 1 million unit?
— 3 years for the IBM PC
— 73 days for the iPhone 1
— 3 days for the iPad2

e ....and the iPhone 5 reached 2 millions in
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All right,
let’s give
up then!
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Awerage Hesponse Time (seconds)

Why traditional testing is not enough

Average Transaction Response Time
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Why traditional testing is not enough

calls from
external

public
clouds

private

clouds Virtualization

3" parties

app servers




Why traditional testing is not enough

 More and more seen as cost rather than value
— Hard to match real-life environment
— Hard to match real-life scenarios
— Takes time to setup
— Not deep enough
— Not often enough

— Too close to go-live date most of the time



Turn the production
environment into your
test workbench




What Is testing after all?

A set of activities we
undertake to reduce
uncertainty about the quality
of the system under test

Seth Eliot (http://blogs.msdn.com/b/seliot/)

@U walre
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Test many things from many places

APM Instant Test Center

(=) comPuware APM

OTYTMATRADE | GOMEZ

Learn how your website performs across browsers, compared to your competitors and on mobile applications. Take an Instant Test today.

Multi-Browser Performance

Site Slow Across
Browsers Or Locations?

Take the free Gomez Multi-Browser Website
Performance Test to determine how fast your
Website loads across two browsers and four
geographies.

Take Free Test Mow »

Cross-Device Compatibility

Does Your Website Render
Properly Across All Devices?

Take the free Cross-Device Website
Compatibility Test and find out if your website
displays correctly across four real mobile
devices.

Take Free Test Mow »

Website Performance Test

How Fast Is Your Site?

Test your Website using the world's most
comprehensive testing network. Use Gomez's
instant testing to find performance problems
before your customers do.

Take Free Test Mow »

Instant Load Test

Are You Ready For
More Website Visitors?
S— |

Take the free Instant Load Test and see what
happens when your website traffic increases.

Take Free Test Mow =

Website Performance Comparison

Is Your Website As Fast
As Your Competitors'?

Speed matters — don't lose customers due to
web performance. Get a free Custom Benchmark
report to find out how your website performance
compares to your competition.

Take Free Test Mow »

Mobile Website Performance Test

How Fast Is Your Mobile Site?

Are you meeting your customers' mobile website
performance expectations? Take the Gomez
Mobile Website Performance Test across 19
global locations and wireless carriers to find out.

Take Free Test Mow »

Wwww.gomez.com/resources/instant-test-center




Test many things from many places

¢)=SFEERWEB

Enter your URL for comparison

http://

GOORIC

Source region for report generat

US East - Northern Virginia

speedoftheweb.org

First Impression Time

—— You 1 0 sec
lef| v
Top performers:
OnLoad Time
o You
\ v

- -

- /

Top performers:

Total Load Time

— You

} v

Top performers:

Server Time

l N You:
0.9 55!

Index: 2.3 sec

Top performers:

Requests

= You:
-

-l

“. q

’ 3.0 reque

Index: 63.0 requests

Top performers:

Dynamic Request Time

Index: 5.2 sec

161.0 requests

K sCreer

The time spent on the server-side to create content. A high
server time means that the way Web and application
servers deliver content must be optimized.

99 %

are better than you

Indicates how many client/server interactions are required
to load all content of a Web page. A high Number of
Requests indicates inefficient content delivery to the end
user.

99 %

are better than you

Signifies the time spent on the server for generating user-
related dynamic content. A high Dynamic Request Time
indicates that server side logic must be optimized.




Analyse the client side

Find all Key Performance Indicators(KPI) for the selected page

These values help you compare with other versions of the same page to identify problems or regressions .
Learn more on Key Performance Indicators and how they get calculated.

First Request On Server b4 70ms DMNS MNetwork 10395ms Total Size 2254kb
First Impressio 2815ms On Client 4095ms Connect 9190ms JavaScript  5319ms # of Reguests 174
Onload Time 1047 7Tms & Interactive Transfer 15587Tms Rendering 967 ms # of XHRE

Totol Load Tir 10817 ms & Woit 28ms

@ Following table lists details about all 12 different mime-types and their impact on caching

é Resources are served from 30 different dormaini(s) where 19 demain(s) serve only single resources &
Eliminating single resource domains saves 68923.26ms on DN5 and Connect Time

URL Count  Size [bytes] T'-:rtal [5] DMS [s] Wait [s] Connect [s] Server[s] T *
TOTAL 170 2309050 57.96 0.85 17.21 819 1512 4
www.airfrance.fr 124 1114730 38.30 0.02 16.72 0.22 10.06
mfr.a2dfp.net 3 47877 1.38 0.02 0.02 0.78 0.65 -
1 | m [ b

Ajax.dynatrace.com

| @JW’HFE




Analyse the client side

Page | I I

CPU R 3 :
JavaScript [ = N[ T (17T [T AR AR AT |
Rendering Il li]] E"[ﬂ] I ] ’
Network |

WWW.avis.com N Ill] i.]]| |
by.essl.optimost.com 11

securegvisgom
~4JG@r Sees page
dms.netmng.com

secure.mg-cdn.mediaplex.cor

abgaviscomnew.112.207.net

adfarm.mediaplex.com

secure.fastclick.net

secure.leadback.advertising.co

www.googleadservices.com

ad.yieldmanager.com Pa ge | o a d e d
bp.specificclick.net

view.atdmt.com

avs.netmng.com

tag.yieldoptimizer.com

www.bizographics.com

googleads.g.doubleclick.net

secure.adnxs.com

sb.scorecardresearch.com

beacon.afyllnet

ad.doubleclick.net

ad.afyll.net
Events n ; .

Ajax.dynatrace.com




Analyse your CLOUD provider

Global Provider View Compare the end-user experience of Paas and laas providers from around the workd. Del'lbi ""hi
Metric: Time Frame:  Locations: View:
| Rezponze Time i Availability | &hour v | | Worid | oy F | BB

Cloud Providers

Filter Providers by Mame: | Enfer a Search Siring

Provider Response Tira
Google App Enging =/ 557 sec |*|

Windows. Azure (US Central - Ii... (o) BB sec

Layered Tech (US South - Texas) ()l 9.40 sec
PeakColo (U5 West - Colorado) (=) 5.87 sec &
Bit Refinery (US Central - Colora, li.l_ 9,90 sec
GoGrid (U5 Esst - Virginia) =) 10.01 sec
Layered Tech (US Central - ling, Ii.l_ 10.05 s&c
Layered Tech (US Central - Mis... (=) 10.12 sec
Conneciria (US Central - Missour) =) 10,17 see
Qube (US East - New York) (=) 10.21 sec

TeklinksZ (US South - Alabama) 10.24 sec

La |
Amazon EC2 (U5 West - Calfor... g 10.25 sec

US Signal (US Central - Michigan) (@] 10.27 sec

Rackspace (U5 South - Texas)  |gp) 10.28 sec

SofiLayer (US South - Texas)  [ap 10.33 sec [=] Backhone Wetwork (g
25 Sep 2013 0723 Te 28 Sep 2012 13:25 (GHT-0200} ﬁ <3 Isec] -J 34 lnac] . * 6 lnec]

Pawered by @ mz-

cloudsleuth.net/global-provider-view




Analyse your CDN prodvider

Cloud Performance Analyzer Discover how CONs can improve web application performance around the world. E e.

View Options
» Origin [Amazan EC2 East)

Edge Cached [CDM]

Response Time Key ™

m Lessthan 13 seconds
Between 13 and 16 seconds

m  Greater than 16 seconds

* These measurements are based on response time
of a two-page web site and various content types

@ EBackbone Network Nodes
Borderless Application Details

User Experience Chart  Click Data Node for Detailed View Southeast Consistency Chart City: Atlanta

= B- - Std Dev 1.43 0.67 2.37 Ongin
pi 3. o 200 - m Amazon EC2 East
Ut -
E & 140 CON
- I § = w
§ E m COMetworks
2 —
7] F 20 » CloudFront
D - T T T T T T _I.D T T T T T T T
/2312 /24012 §/26/12 /26/12 F2712 /28/12 §/72017 9/ZINE 9/2EAE WISNZ WIsNZ FETNZ Sf28012
TIME PERIOD [HOURS]- 7 DAYS TIME FERIDD [HOURS]- 7 DAYS

cloudsleuth.net/cdn-performance-analyzer




Analyse your 3rd party content

- TS TechCrunch HOME STARTUPS MOBILE GADGETS EUROPE VI

=g Study: Yesterday's Facebook Outage
" Also Slowed Down Major Media And

EiLike <133

%Tweet 521 Retail Sites

g 1) 2 ! FREDERIC LARDINOIS ¥

Friday, June 1st, 2012 11 Comments

It's a testament to how important Facebook has
become in the web ecosystem that the social
network's performance issues yesterday didn't
just affect the site itself (and its 900 million users)
but also a wide variety of other sites as well.
Performance monitoring

company Compuware APM. which analyses the
performance of thousands of top sites, just sent
us some interesting data about how Facebook's
problems yesterday correlated with significant
slowdowns across major U.S. media and retail
sites.

As our friends over at GigaOm pointed out
today, “Facebook's faltering didn't lead to any
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Third Party Content
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Analyse your 3rd party content

Third Party Content

@3

Third Party Content
google-analytics.com
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Third Party Content
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Third Party Content
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Third Party Content
smart.allocine.fr
(153.8ms)

&

Third Party Content
smart2.allocine.fr
(28.4ms)

&

Third Party Content
www.google.com
(6.5ms)

@3

Third Party Content
www wipl0l.com
(34.75ms)

©

Third Party Content
yuiyahooapis.com
{23.Bms)

=

Wikl

Seeeen

L LT

=

Wik
F-T

e

Wale




Monitor your 3rd party content

Cutage: /142012 17:08:28 RST

Deployed service bitp./fapp. strug com on
host 159253

£3 Potentialy impacted Domans

Lok

Outags Siate: Ciosed

Show Recent Search Results

Recent Outages <
b s
&pact
]
Low High

Selected outage data loaded

Outags: 1242013 170833 RST
Deployed service hitp:/app. strug com
on host 169.263..

33 Fotantially imgacted Doemang

s Outage State Closed

Cutage: 1/14/2013 13:57:18 RSY

Deployed service

http Aerww facebook com on host 93 .4
85 Potentisly Impacted Comans

L Outage State. OPEN

Outaga’ 1142013 $8.37:44 RST

Depioyed service

http_ivrww facebook.com on host 8.7,
TS Potantially impacted Domaing

v Outage State’ OPEN

www.outagean alyzer.com

LEGEND (i ]
o @ Hosting Loaation
. | AMacted Raegions
. Unaftectec Reglons
-+
. -

' v l
DR ' Timeline & ]

Affected Regions
US {Northeast)
US (Pacific)
Viestern Europe

ozed
Potentially impacted domains: 53
Outage start time: 1/14/2013 17.08.39 RST
Outage end time: 1/14/2012 17:21.08 RST
Outage Duration: Oh :12m :28s

Current outage state:C
5
1

Deployed Service: unknown

-~ 26.28% canainty of an outage

Probable Cause ©

(' B 49 61% - Fault with Host 3t 150.253 147.138

| 39 55% - Probable application fault for hitp-'app.struq com on Host
B 10.82% - Probabie application fault for hiipJiapp. strug.com




Load Test from the (right side of the) Cloud

oL

. First 20 minutes Cloud
OLJJJ .
testing shows acceptable
¢ performance

17:45 17:50 17:55 18:00 18:05 18:10 18:15 18:20

Virtual Users =

IZI M Target [ZI M Active Users

Transactions per Minute /Transaction Rs se Time

QO

120

1600 5
- - 100
£ k)
2 1200 - 80 g
2 - 60
g 800 Q
c

[

[~

‘:

N ‘ After 2500 users Response
1?;4 __ ) 200 15:05 18:10 18:15 18:20 18 time Climbs_ Availability
[V| M Transactions [V|MResponse Time drops. Error rate climbs

Active Successful Transaction Summary Information

Script Name Min (Sec) Avg (Sec) Successful Failed

-PlaceWager 11,523 2 53.585 38183 2018

Failures [Page Errors per Second per Minute, Object Errors per Se _ond per Minute)

Page Erro
S
o
Object Errors (#)

175 18:00 12:05 18:10 18:15 1&8:20 18:25 13:30 18:35 15:40 15:45 15:50 18:55 1300

@ BFage Errars D.Object Errars



50.000

40.000

30.000

20.000

% availability

26 Aug - 7:50 .

10.000

0.000

26 Aug - 17:55
26 Aug - 18:00
26 Aug - 18:05
26 Aug - 1810 .
26 Aug - 1815
26 Aug - 18:20
26 Aug - 18:25
26 Aug - 18:30
26 Aug - 18:35
26 Aug - 18:40 .
26 Aug - 18:45 .
26 Aug - 18:55
010z Zawos MPAdoD @

I DRTED1-PlaceWager [Test 1 Sports Channel Only 08-26-10-1 (@ 5:45 PM 8/26/2010, 634184526448341150)]

Yiew: Time/Availability {line/bar) | v BTG End-to-end

Time Breakdown: Quick Filter: MNone

Data Summary

Update
Avg
Response Time Availability
Test Name {sec) (%) [£:3] Details
DRTEO1-PlaceWager [Test 1 Sports Channel Only 08-2 148,232 24.47 237

6-10-1 (@ 5:45 PM 8/26/2010, 634184526445941150)] o



Look at real transactions... not just the average one

Customers
experience this

Monitoring
shows this

31% over 10s
25% over 15s
22% over 20s

X ‘. ? 9 :
-, [ | -3 h A i I m N .
. .--i.'n-ml- #m g TF I mmm% ar
’ 4 Feb-18:00 4 Feb-21:00 5 Feb 5 Feb-03:00 5 Feb-0&:00 % Feb-09:00 5 Feb-12:00 L Feb-15:00
SLAs measure this
Synthetic LEM Mixed
| |
Name | Average Availability (%) | 7ot -
Hl Chicago 10:0.00
Dallas 100.00
Los Angeles 10:0.00
MNew k 100.00




Look at real transactions... not just the average one

90th percentile

Average
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Look at real transactions... not just the average one

05:10 05:15 05:20 05:25 05:30 05:35 05:40 ¢

parl23692n01 - 8959 total calls (283 per minute, 100% transaction entry points), 142ms average duration (74% self time, 26% backend tiers)

O on | | O W T | T i ]| (B
oo I
| |
AgentNamedndHost [ CustomerFrontend_easyTravel_8080 @parl23692n01
] m P
“F Filter = EntryPoint AND MOT Processing B Splitting - Application, Http.Request.Host, Http.Request.PathTree, Http.Request.URl  Appl,
Chart: | Scatter Plot v] X ’Timﬁtamp v]‘(’: ’Duration (s) v] Group by: [Selected rows = | Threshold type: Min: 0 Max: 100
12 o
m] o [m] [m]
11
10
o
g
w o
e [m]
=]
= 0
a @
4
]
1
05:08 05:10 05:12 05:14 05:16G 05:18 05:20 05:22 05:24 05:26 05:28 05:30 05:32 05:34 05:36 05:38 05:40 054

Timestamp




Look at real transactions... not just the average one

PurePath Response Time [ms]  Breakdown Size  Agent L PurePath Hotspots
@ /bnppf-ios-pe-wrapper-secure/rest/fundtransfer/pr... 899160 e 652 dtwsagent@scwal—l : =
@ /bnppf-ios-pe-wrapper-secure/rest/fundtransfer/pr... 867301 [ 644 dtwsagent@scwa %E
@ /bnppf-ios-pe-wrapper-securefrest/fundtransfer/val... 5184.09 B0 385  dtwsagent@scwa EM
Ei {bnppf-ios-pe-wrapper-secure/rest/fundtransfer/val... 280395 |NeE:E o (625} | 395  dtwsagent@scwa z
@ /bnppf-ios-pe-wrapper-secure/rest/graphicdata/1 487014 |EMELS] suspension io (2851 | 359  dtwsagent@scwa -

4| 1 | 3
\_PurePaths Contributors/] Errorsjl

b | (&) 2 ® 0

oy

PurePath Tree (showing only relevant nodes) @ Show all nodes

Method Argurnent E|Z|
&) exception http://apache.crg... 3
@ exception http://apache.org...

A @ doFilter(ServletRequest, ServletResponse, FilterChain)
Fl doFilter{5ervletRequest request, ServletResponse response, FilterChain chain)
i @ service(ServletRequest, ServletResponse)

i @ service(ServletRequest, ServietResponse)

d doPost(HttpServietRequest, HitpServietResponse)

4 @ fundTransferValidate(FundTransferValidatelnput, String)
4 @ invoke(Object, Ohject[])
4 @ invokelint, Object, Object(])
A @ executeMethod(HostConfiguration hostconfig, HitpMethod method, HitpState state)
4 @ Synchronous Invecation
l @ Synchronous Path (Webserver Call)
4 [y Web request Jfund-transfer-re...
i @ Synchronous Inveocation
l @ Synchronous Path (partly asynchronous) (HTTP)

d doPost{HttpServletRequest, HitpServletResponse) ffund-transfer-re... E|
4 il | 3

Tree_~ Transaction FIow/I API Distribution)




Look at real transactions... not just the average one

Ooooppppssss!!!

Percentage of Transactions Calling Pool Usage
L o ,.a;r“;rﬁ!_ct':f.lh‘m’543z’a5”"F"Ep“’d (3p0) 61 % (436.01 ms) 18 % (208.4x) | J 10 % (2/20)
w History
75% 100%% 0% 25% 50% 75% 100% 0% 25% 50% 75% 100%%
sqQL Sl b t I. Executions Preparations Exec Avg [ms] Exec Min [ms] Exec Max [ms] Executior
B! select elementvol s ow, but we can live 1606 1606 1787 13.68 97.22
B! select alarmes0_sid_ with It, nght? 1391 6.52 7287
Q celect avienvol_sid . 1046 4.40 48.29
B! select composants0_.sid JOIT 35 = 13.67 915 58.37 =
Q select moteurvol_sid as sid20 9 moteurvol_si 64.25 257 258 934 4.53 39.60
m select trefarticll_.id_ref_article as id1_9_0_, trefart 4525 181 181 140 0.25 2365
Q select buteesl_sid_type_slement as sid10_4_, but 31.86 223 223 1.70 1.06 1741
cselect versions(_.id_composition as id5_1_ versic i . ! ; L&
B el ions0_.id positi id5_1 i 30.57 214 214 177 0.61 22.39
select buteevol_.id_butee as idl_36_5_, buteew ; . . .
B select b o0_.id_b idl 36 3_ b ol 26.33 79 7% 237 0.75 2743
m select zonesmogl_sid_type_element as sidl _0_ : 22.86 160 160 116 041 4097
select versionszol_sid_type_element as sidd_1_» . . i .
B sl i ol_sid_type_el idd_1 2286 160 160 097 0.54 16.86
select unitesgerel_sid_unite_mere as sidd_1_, un ! . . .
B el itesgered_sid_uni idé_1 2007 301 301 154 0.30 50.52
select tgra _id_grade as idl_G6_0_, tgra . i . N L
B el gradel_id_grad idl_6_0_, tgraded_l_g 12.00 12 12 5.56 0.61 15.94
select modulevol_.sid as sid20_9_, modulevel_s I J ] .
B ool dulevol_.sid id20_9 duleval 9.00 18 18 14.09 6.02 47.28
select suivisQ_sid_element as sidl2_6_, suivis0_.ic ! i . .
B <ol ivis0_.sid_el idl2 6 ivis_i 8.00 8 8 982 334 28.70
celect piecevol_sid as =id20_9_ piecevol_sid_ur ! i . .
B el pi o0_.sid id20_9_, pi ol_.sid 3.50 7 7 16.87 8.99 24.22
select baseaerien(_.n_base as nl1_56_0_ baseaerie ! i ; .
B select b ien0_.n_b 1.56_0_ b i 3.50 14 14 087 0.46 3.85
B celect typeelemen(_sid as sidd40_2_, typeelemen( 343 24 24 8.28 5710 2061
Q select ttypebuteel_id_type_butee asidl_10_0_ 3.00 3 3 1.08 0.90 1.23 -
1 ] | 3

{i}y Response Time Hotspots | 5 Execution Hotspots .~ /4, Pool Usag?J




Conclusion

* Analyze the client side
* Analyze & Monitor Cloug
* Analyze & Moy’

... and become the ops team best buddy

@ ware




