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1. Have you played with a NoSQL or NewSQL store?
2. Have you deployed a NoSQL or NewSQL store?
3. Have you studied and know their semantics?
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TRADITIONAL DATABASE SEMANTICS

ACID

+ Atomic: an operation (transaction) either succeeds or aborts
completely - no partial successes

+ Consistent: constraints like uniqueness, foreign keys, etc are
honoured

 Durable: flushed to disk before the client can find out the result



TRADITIONAL DATABASE SEMANTICS

ACID

Atomic: an operation (transaction) either succeeds or aborts
completely - no partial successes

Consistent: constraints like uniqueness, foreign keys, etc are
honoured

Isolation: the degree to which operations in one transaction
can observe actions of concurrent transactions

Durable: flushed to disk before the client can find out the result
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TRADITIONAL DATABASE SEMANTICS

Default isolation levels

PostgreSQL: Read Committed
Oracle 11g: Read Committed
MS SQL Server: Read Committed
MySQL InnoDB: Repeatable Read



ISOLATION LEVELS

Strong-serializable

N

Linearizable Serializable
/ PN
Sequential Repeated Read Snapshot Isolation
/ /
Causal \MAV
\ y
PRANI/ \WFR Read Committed P-Ci

SN

RYW MR



SNAPSHOT ISOLATION

AS PER WIKIPEDIA

“Snapshot isolation is a guarantee that all reads made in a transaction
will see a consistent snapshot of the database and the transaction
itself will successfully commit only if no updates it has made conflict
with any concurrent updates made since that snapshot.”
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AS PER WIKIPEDIA

“Snapshot isolation is a guarantee that all reads made in a transaction
will see a consistent snapshot of the database and the transaction
itself will successfully commit only if no updates it has made conflict
with any concurrent updates made since that snapshot.”

Snapshot isolation is called “serializable” mode in Oracle.
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SNAPSHOT ISOLATION

TROUBLE UP MILL

x, y := 0,0
func t1() { func t2(0) {
if x == 0 { if y ==0 {
y=1 x =1
} }
} }
* Serialized:

tithent2: x:0, y:1
t2thentl: x:1, y:0

* Snapshot Isolation: Write Skew
t1]]t2: x:1, y:1
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DESIRED FEATURES

General purpose transactions
Strong serializability
Distribution

Automatic sharding
Horizontal scalability
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CAP

Possibility of Partitions = —(Consistency A Availability)

Node A

Node B
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* Strong serializability requires Consistency, so must sacrifice
Availability

+ To achieve Consistency, only accept operations if connected to
majority

* If cluster size is 2F + 1 then we can withstand no more than F
failures
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LLEARNINGS 2

Strong serializability requires Consistency, so must sacrifice
Availability

To achieve Consistency, only accept operations if connected to
majority

If cluster size is 2F + 1 then we can withstand no more than F
failures

Writes must go to F + 1 nodes
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LEARNINGS 3

Strong serializability requires Consistency, so must sacrifice
Availability

To achieve Consistency, only accept operations if connected to
majority

If cluster size is 2F 4+ 1 then we can withstand no more than F
failures

Writes must go to F + 1 nodes
Reads must read from F + 1 nodes and be able to order results
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TXN PROCESSING IN DISTRIBUTED DATABASES

1. Client submits txn

2. Node(s) vote on txn

3. Node(s) reach consensus on txn outcome
4. Client is informed of outcome

Most important thing is all nodes agree on the order of transactions
(focus for the rest of this talk!)
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LLEADER BASED ORDERING

Only leader votes on whether txn commits or aborts
Therefore leader must know everything

If leader fails, a new leader will be elected from remaining
nodes

Therefore all nodes must know everything
Fine for small clusters, but scaling issues when clusters get big
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CLIENT CLOCK BASED ORDERING

Nodes receive txns and must vote on txn outcome and then
consensus must be reached (not shown)

Clients are responsible for applying an increasing clock value
to txns

If a client’s clock races then it can prevent other clients from
getting txns submitted

So must be very careful to try and keep clocks running at the
same rate

No possibility to reorder transactions at all to maximise
commits



SYNTAX

m receive message m (sender unspecified)
Im send message m (destination unspecified)
t3 transaction with id 3

rix1]  reads x at version 1
w[y]  writes some value toy

Vx2y1 vector clock with x=2, y=1

Vi < Vy £Vx € dom(Vq U V3) : Vi[x] < Va[x]
/\Hy S dOl’Il(V1 U V2) W [y] < Vz[y]
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initial state
x0; Vx1 time yO0; Vy1

;112 Vx1; Vx2 ;12 Vy1; Vy2 Vx1y1
? receive

; X0; Vx2y1 1Y2; Vx1y2 ! send

t3 txn3

V Vector Clock

x0 xatvsn 0

r[x0]  read of x

wix] _ write of x
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Two WRITES

x0; Vx1 yO0; Vy1
2t1T wix]; 111 Vx1; Vx2 22 wlyl; 't2 Vy1; Vy2 t1T wixlwly]l  Vx1y2
712 wix]; 't2 Vx2; Vx3 27t1T wlyl; 't1 Vy2; Vy3 2 wixlwly] Vx2y1
? receive
2t1 Vx1y2; x1; Vx3y2 t1Vx1y2;y1;Vx1y3 ! send
3 txn 3

V Vector Clock
x0 xatvsn 0
rx0]  read of x
w[x] write of x




x0; Vx1
71 wix]; 't1 Vx1; Vx2
712 wix]; 't2 Vx2; Vx3

2t1 Vx1y2; x1; Vx3y2
7t2 Vx2y1; x?; Vx3y2

yO0; Vy1

22 wlyl; 't2 Vy1; Vy2
27t1T wlyl; 't1 Vy2; Vy3

t1Vx1y2;y1;Vx1y3
t2Vx2y1;y?; Vx2y3

Two WRITES

tT wixlwly]  Vxly2
2 wixlwly] Vx2y1

? receive
! send
t3 txn 3

V Vector Clock
x0 xatvsn 0
r[x0]  read of x
w[x] write of x




THREE WRITES

X0; Vx1 yo; Vy1

t1 wixIwly]

t2 wlx]

t3 wixiwly]
? receive
! send
t3 txn3

V  Vector Clock
x0 xatvsn0
r[x0]  read of x
w(x] write of x




THREE WRITES

x0; Vx1 y0; Vy1
7t3 wix]; 13 Vx1; Vx2 t1 wixIwly]
7t2 wix]; 12 Vx2; Vx3 12 wix]
7t1 wix]; 't1 VX3; Vx4 t3 wixlwly]

? receive
! send
t3 txn3

V Vector Clock
x0 xatvsn0
r[x0]  read of x
w[x] _ write of x




THREE WRITES

x0; Vx1 yO0; Vy1
73 wix]; 't3 Vx1; Vx2 27t1 wlyl; 't1 Vy1; Vy2 t1 wixlwly]
12 wix]; 't2 Vx2; Vx3 7t3 wly]; 't3 Vy2; Vy3 t2 wix]
261 wix]; 1t1 Vx3; Vx4 t3 wixlwly]

? receive
! send
t3 txn3

V Vector Clock
x0 xatvsn0
r[x0]  read of x
w[x] _ write of x




THREE WRITES

x0; Vx1 y0; Vy1
73 wix]; 't3 Vx1; Vx2 27t1 wlyl; 't1 Vy1; Vy2 t1 wixlwly]  Vx3y1
12 wix]; 't2 Vx2; Vx3 7t3 wly]; 't3 Vy2; Vy3 t2 wix] Vx2
261 wix]; 1t1 Vx3; Vx4 t3 wixlwly]l Vxly2

? receive
! send
t3 txn3

V Vector Clock
x0 xatvsn0
r[x0]  read of x
w[x] _ write of x




x0; Vx1

27t3 wix]; 't3'Vx1; Vx2
7t2 wix]; 12 Vx2; Vx3
2t1 wix]; 1t1 Vx3; Vx4

yo; Vy1

27t1 wlyl; 't1 Vy1; Vy2
2t3 wly]; 't3 Vy2; Vy3

7t3 Vx1y2;y3;Vx1y3
?t1Vx3y1;y3; Vx3y3

THREE WRITES

t1 wixlwly]l  Vx3yl1
t2 wix] Vx2
t3wixlwly]l Vxly2

? receive
! send
t3 txn3

V Vector Clock
x0 xatvsn0
r[x0]  read of x
w[x] _ write of x




x0; Vx1

27t3 wix]; 't3'Vx1; Vx2
7t2 wix]; 12 Vx2; Vx3
2t1 wix]; 1t1 Vx3; Vx4

yo; Vy1

27t1 wlyl; 't1 Vy1; Vy2
2t3 wly]; 't3 Vy2; Vy3

7t3 Vx1y2;y3;Vx1y3
?t1Vx3y1;y3; Vx3y3

t1<t3

THREE WRITES

t1 wixlwly]l  Vx3yl1
t2 wix] Vx2
t3wixlwly]l Vxly2

? receive
! send
t3 txn3

V Vector Clock
x0 xatvsn0
r[x0]  read of x
w[x] _ write of x




x0; Vx1

27t3 wix]; 't3'Vx1; Vx2
7t2 wix]; 12 Vx2; Vx3
2t1 wix]; 1t1 Vx3; Vx4

?t3 Vx1y2; x3; Vx4y2
7t2 Vx2; x2; Vx4y2
261 Vx3y1; x1; Vx4y2

yo; Vy1

27t1 wlyl; 't1 Vy1; Vy2
2t3 wly]; 't3 Vy2; Vy3

7t3 Vx1y2;y3;Vx1y3
?t1Vx3y1;y3; Vx3y3

t1<t3

THREE WRITES

t1 wixlwly]l  Vx3yl1
t2 wix] Vx2
t3wixlwly]l Vxly2

? receive
! send
t3 txn3

V Vector Clock
x0 xatvsn0
r[x0]  read of x
w[x] _ write of x




x0; Vx1

27t3 wix]; 't3'Vx1; Vx2
7t2 wix]; 12 Vx2; Vx3
2t1 wix]; 1t1 Vx3; Vx4

?t3 Vx1y2; x3; Vx4y2
7t2 Vx2; x2; Vx4y2
261 Vx3y1; x1; Vx4y2

B3<t2<tl

yo; Vy1

27t1 wlyl; 't1 Vy1; Vy2
2t3 wly]; 't3 Vy2; Vy3

7t3 Vx1y2;y3;Vx1y3
?t1Vx3y1;y3; Vx3y3

t1<t3

THREE WRITES

t1 wixlwly]l  Vx3yl1
t2 wix] Vx2
t3wixlwly]l Vxly2

? receive
! send
t3 txn3

V Vector Clock
x0 xatvsn0
r[x0]  read of x
w[x] _ write of x
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+ Changing state when receiving a txn seems to be a very bad
idea
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THE DuMB APPROACH DOESN’T WORK

+ Changing state when receiving a txn seems to be a very bad
idea

* Maybe only change state when receiving the outcome of a
vote

* And don't vote on txns until we know it’s safe to do so



NEwW IDEAS

 Divide time into frames. First half of frame is reads, second half
writes.



NEwW IDEAS

Divide time into frames. First half of frame is reads, second half
writes.

Within a frame, we don't care about order of reads,
but all reads must come after writes of previous frame,
all writes must come after reads of this frame,

all writes must be totally ordered within the frame - must know
which write comes last.
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Frame

N+1

x8; Vx6

VX6

y9; Vy8

FrRAMES & DEPENDENCIES

z7;Vz3



N-1

N

Frame

N+1

x8; Vx6

VX6

y9; Vy8

FrRAMES & DEPENDENCIES

z7;Vz3

t1 r[x8]rly9]
12 r[x8]
t3 r[x8]wlz]



N-1

N

Frame

N+1

x8; Vx6

t3 r[x8}
12 r[x8]
t1 r[x8}

FrRAMES & DEPENDENCIES

y9; Vy8 z7;Vz3
VX6
....................................... 3 wlz] t1 r[x8]rly9]
2 r[x8]
--------------- 1 rly9] t3 r[x8]wlz]



N-1

N

Frame

N+1

x8; Vx6

t3 r[x8}
12 r[x8]
t1 r[x8}

FrRAMES & DEPENDENCIES

y9; Vy8 z7;Vz3
VX6
....................................... 3 wiz] t1 r[x8]rly9] Vx6y8
t2 r[x8] Vx6
"""""""" 1 rly9] t3 r[x8lwlz]l Vx6z3



N-1

N

Frame

N+1

x8; Vx6

t3 r[x8}
12 r[x8]
t1 r[x8}

FrRAMES & DEPENDENCIES

y9; Vy8 z7;Vz3
VX6
....................................... 3 wiz] t1 r[x8]rly9] Vx6y8
t2 r[x8] Vx6
"""""""" 1 rly9] t3 r[x8lwlz]l Vx6z3



N-1

N

Frame

N+1

FrRAMES & DEPENDENCIES

x8; Vx6 y9; Vy8 z7;Vz3
VX6
B KB - 3 wlz] t1r[x8]rly9] Vx6y8
12 r[x8] 12 r[x8] Vx6
1 r[x8F-------eeeee- 11 r[y9] t3 r[x8lwlz] Vx6z3
......... Vx6y8z4
t4 wlylrly9]
t5 wixlwlz]
t6 w(x]



N-1

N

Frame

N+1

x8; Vx6 y9; Vy8

3 X8}

12 r[x8]
1 r[X8F---vrvveeieene 1 rly9]

FrRAMES & DEPENDENCIES

t1 r[x8Irly9] Vx6y8
2 r[x8] Vx6
t3r[x8lw[z] Vx6z3

t4 wlylrly9]
t5 wixlwlz]
t6 wix]



N-1

N

Frame

N+1

x8; Vx6

3 X8}

12 r[x8]
1 r[X8F---vrvveeieene 1 rly9]

FrRAMES & DEPENDENCIES

t1 r[x8]rly9]
12 r[x8]
t3 r[x8]wlz]

t4 wlylrly9]
t5 wixlwlz]
t6 wix]

Vx6y8
Vx6
Vx62z3

Vx6y8z4
Vx6y8z?
Vx6y8z4



CALCULATING THE WRITE CLOCK FROM READS

* Merge all read clocks together

+ Add 1 to result for every object that was written by txns in our
frame’s reads
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& NEexT FRAME’S READ CLOCK

Partition write results by local clock elem, and within that by
txn id

Each clock inherits missing clock elems from above

Then sort each partition first by clock (now all same length),
then by txn id

Next frame starts with winner’s clock, +1 for all writes
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txn id

Each clock inherits missing clock elems from above

Then sort each partition first by clock (now all same length),
then by txn id

Next frame starts with winner’s clock, +1 for all writes
Guarantees no concurrent vector clocks (proof in progress!)



CALCULATING THE FRAME WINNER

& NEexT FRAME’S READ CLOCK

Partition write results by local clock elem, and within that by
txn id

Each clock inherits missing clock elems from above

Then sort each partition first by clock (now all same length),
then by txn id

Next frame starts with winner’s clock, +1 for all writes
Guarantees no concurrent vector clocks (proof in progress!)
Many details elided! (deadlock freedom, etc)



TRANSITIVE VECTOR CLOCKS

x0; VX1 yO0; Vy1 z0; Vz1
21 wix]; 111 Vx1 t1: wx]wl[z]
72 wx]; 1t2 Vx1 72 wlyl; 't2 vyl t2: wixiwly]

73 wlyl; 't3 Vy1 3 wlz]; 1t3Vz1  t3:wlylw[z]

? receive
! send
t3 txn3

V Vector Clock
x0 xatvsn 0
r[x0]  read of x
w[x] _write of x




TRANSITIVE VECTOR CLOCKS

x0; VX1 yO0; Vy1 z0; Vz1
7t1 wix]; 't1Vx1 t1: wixlwl(z]
2762 wix]; 112 Vx1 72 wlyl; 112 Vy1 t2: wixiwly]
2t3 wly]; 't3 Vy1 3 w(z]; t3Vz1  t3:wlylw[z] Vylzl
?t3 Vyl1z1 t3 Vylz1
frame z[3]; Vy2z2

? receive
! send
t3 txn3

V Vector Clock
x0 xatvsn 0
r[x0]  read of x
w[x] _write of x




TRANSITIVE VECTOR CLOCKS

x0; VX1 yO0; Vy1 z0; Vz1
7t1 wix]; 't1Vx1 t1: wixlwl(z]
2712 wix]; 't2 Vx1 2 wly]; 't2 Vy1 t2: wixlwly] Vxly1
72 Vx1y1 73 wly]; 't3 Vy1 3 w(z]; t3Vz1  t3:wlylw[z] Vylzl
?t3 Vyl1z1 t3 Vylz1
72 Vx1y1 frame z[3]; Vy2z2

? receive
! send
t3 txn3

V Vector Clock
x0 xatvsn 0
r[x0]  read of x
w[x] _write of x




TRANSITIVE VECTOR CLOCKS

x0; VX1 yO0; Vy1 z0; Vz1
7t1 wix]; 't1Vx1 t1: wixlwl(z]
2712 wix]; 't2 Vx1 2 wly]; 't2 Vy1 t2: wixlwly] Vxly1
72 Vx1y1 73 wly]; 't3 Vy1 3 w(z]; t3Vz1  t3:wlylw[z] Vylzl
?t3 Vyl1z1 t3 Vylz1
72 Vx1y1 frame z[3]; Vy2z2

71 wlz]; 1t1 Vy2z2

? receive
! send
t3 txn3

V Vector Clock
x0 xatvsn 0
r[x0]  read of x
w[x] _write of x




TRANSITIVE VECTOR CLOCKS

x0; VX1 yO0; Vy1 z0; Vz1
2761 wix]; 111 Vx1 t1: wixlw(z] Vx1y2z2
212 wix]; 112 Vx1 72 wly]; 't2 Vy1 t2: wixlwly] Vxly1
72 Vxly1 73 wly]; t3\Vy1 3wzl 13Vz1  t3:wlylwlz] Vylzi
?t3 Vyl1z1 t3 Vylz1
72 Vx1y1 frame z[3]; Vy2z2

71 wlz]; 1t1 Vy2z2

?t1 Vxly2z2 ?t1 Vxly2z2
? receive
! send
t3 txn3

V Vector Clock
x0 xatvsn 0
r[x0]  read of x
w[x] _write of x




TRANSITIVE VECTOR CLOCKS

x0; VX1 yO0; Vy1 z0; Vz1
2761 wix]; 111 Vx1 t1: wixlw(z] Vx1y2z2
212 wix]; 112 Vx1 72 wly]; 't2 Vy1 t2: wixlwly] Vxly1
72 Vxly1 73 wly]; t3\Vy1 3wzl 13Vz1  t3:wlylwlz] Vylzi
?t3 Vyl1z1 t3 Vylz1
72 Vx1y1 frame z[3]; Vy2z2

71 wlz]; 1t1 Vy2z2

?t1 Vxly2z2 ?t1 Vxly2z2
? receive
2<3? 3<1 | send
t3 txn3

V Vector Clock
x0 xatvsn 0
r[x0]  read of x
w[x] _write of x




TRANSITIVE VECTOR CLOCKS

x0; VX1 yO0; Vy1 z0; Vz1
2761 wix]; 111 Vx1 t1: wixlw(z] Vx1y2z2
2762 wix]; 112 Vx1 2 wly]; 't2 Vy1 t2: wixlwly] Vxly1
72 Vxly1 73 wly]; t3\Vy1 M3 wlz]; t3Vzl  t3:wlylwlz]l Vylzl
?t3 Vyl1z1 t3 Vylz1
72 Vx1y1 frame z[3]; Vy2z2

21 wiz]; 1t1 Vy2z2

1 Vxly2z2 71 Vxly2z2

? receive

2<3? 3<1 | send

t3 txn3

V Vector Clock

tZVX1y1 x0 xatvsn 0

t3V ylzl rx0]  read of x

w[x] _write of x




TRANSITIVE VECTOR CLOCKS

x0; VX1 yO0; Vy1 z0; Vz1
2761 wix]; 111 Vx1 t1: wixlw(z] Vx1y2z2
2762 wix]; 112 Vx1 2 wly]; 't2 Vy1 t2: wixlwly] Vxly1
72 Vxly1 73 wly]; t3\Vy1 M3 wlz]; t3Vzl  t3:wlylwlz]l Vylzl
?t3 Vyl1z1 t3 Vylz1
72 Vx1y1 frame z[3]; Vy2z2

21 wiz]; 1t1 Vy2z2

1 Vxly2z2 71 Vxly2z2
2<3 3<1 P e
t3 txn3
V Vector Clock
tZVX1y1 x0 xatvsn 0
t3Vxlylz1 rx0]  read of x
w[x] _write of x




x0; VX1

21 wix]; 111 Vx1
2712 wix]; 't2 Vx1
2 Vx1yl

?t1 Vxly2z2
2<1?

t1Vx1y2z2
2 Vx1y1

TRANSITIVE VECTOR CLOCKS

yO0; Vy1 z0; Vz1
t1: wixlw(z] Vxl1y2z2
72 wly]; 't2 Vy1 t2: wixlwly] Vxly1
23 wly]; 't3 Vy1 3wz t3Vzl  t3:wlylw(z] Vylzl
?t3 Vyl1z1 t3 Vylz1
72 Vx1y1 frame z[3]; Vy2z2

71 wlz]; 1t1 Vy2z2
71 Vxly2z2

7 -
2<3 3<1 \ R
t3 txn3

V Vector Clock

tZVX1y1 x0 xatvsn 0
t3Vxlylz1 rx0]  read of x
w[x] _write of x




x0; VX1

21 wix]; 111 Vx1
2712 wix]; 't2 Vx1
2 Vx1yl

?t1 Vxly2z2
2<1

t1Vx1y2z2
t2Vx1y1z2

TRANSITIVE VECTOR CLOCKS

yO0; Vy1 z0; Vz1
t1: wixlw(z] Vxl1y2z2
72 wly]; 't2 Vy1 t2: wixlwly] Vxly1
23 wly]; 't3 Vy1 3wz t3Vzl  t3:wlylw(z] Vylzl
?t3 Vyl1z1 t3 Vylz1
72 Vx1y1 frame z[3]; Vy2z2

71 wlz]; 1t1 Vy2z2
71 Vxly2z2

7 -
2<3 3<1 \ R
t3 txn3

V Vector Clock

tZVX1y1 x0 xatvsn 0
t3Vxlylz1 rx0]  read of x
w[x] _write of x
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SHRINKING VECTOR CLOCKS

Hardest part of Paxos is garbage collection

Need additional messages to determine when Paxos instances
can be deleted

We can use these to also express:
You will never see any of these vector clock elems again

Therefore we can remove matching elems from vector clocks!

Many more details elided!
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CONCLUSIONS

Vector clocks capture dependencies and causal relationship
between transactions
Plus we always add transactions into the youngest frame
Which gets us Strong Serializability
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Can separate F from cluster size,



CONCLUSIONS

No leader, so no potential bottleneck
No wall clocks, so no issues with clock skews
Can separate F from cluster size,
Which gets us horizontal scalability



CONCLUSIONS
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Distributed databases are FUN!
https://goshawkdb.io/



