Chaos Engineering:
Why the world needs more resilient systems
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Why the world needs:
More Resilient Systems!




What is a resilient system?

A resilient system is a highly available and durable system.
A resilient system can maintain an acceptable level of service
in the face of failure.

A resilient system can weather the storm (a misconfiguration,
a large scale natural disaster or controlled chaos engineering).
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Let’s review industry examples
to understand why we need:

Resilient Systems
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Med Tech Industry:

Cardiac monitoring is now done via a
bluetooth device implanted in the body and a mobile app.

The patient takes no action.
Resilience of the device is the only thing the patient cares about.
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Fin Tech Industry:

People are changing jobs, moving homes,
traveling and more. Systems need to not only
keep up but also provide value anytime/anywhere.
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Mark Carney launches investigation after real-time
payment system crash delays house purchases
Bank of England Governor promises ‘thorough, independent review' after

Real Time Gross Settlement payment system, which processes £277bn a day,
resumes operations after heing down for 10 hours

Image 2 a1 2

The Bank of Englanrd has responstility for RTGS Phata: DANIEL JONES

A “technical issue related to some routine maintenance”. Impacted the purchase of over 2000 homes.



Transport Tech Industry:

People are traveling so frequently for work and
leisure. They need to be able to get where they
need to go with no hassles.
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British Airways CEOQ puts cost of recent IT outage at 80 million pounds

A technological failure whicnh strarded tens of thousands of British Airvays
(BA) passengers in May will cost the company around 80 milion pounds ...



Edu Tech Industry:

More remote learning than ever before. Many
students learn remotely. They need reliable access
to teachers, students and learning materials.
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Enviro Tech Industry:

People need protection from bushfires,
tsunamis, earthquakes and storms. Many of the
warning systems for these disasters are legacy

unreliable systems.
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Saturday, 7 February 2009 - Australia’s all-time worst bushfire disaster



%Bs; NEWS
Black Saturday failures 'fatal’

In future, warnings sheuld include informaticn about the fire's severity, location,
predicted direction and the likely time of impact, the Cammission

recommended.
Fire 'severity scale' needed

It said research should also be commissioned to develap a fire severiy scale,
similar te the cyclene categories 1.5 te allow paeple to prepare and to get out

in time.

Federal and state governments should investigate whether it is technically
possible te send warning messages tc maobile phones, the second phase of a
national telephony-dased warning system, by the 2009-10 bushfire season, the
regort says.
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EMERGENCY ALERT. SR e PLMHONS Y DR
BE WARNED. BE INFORMED.

This websile does not contain emergency information or wamings. g sHHHE e =
If you requira amergency information, click on your State or Territory below. GO

YOU MAY RECEIVE EMERGENCY WARNINGS ON YOUR PHONE

Emergency Alert is the national tslephone waming system used by emernsncy senicss 1o send voice messages 10
andlines and texd messages to mobile phonee within a defined area aboul likely or actual smergences.

Emergency Aler is just one way of waming communties and wil not be used in all circumsiances. Emergency
Alort reles on talecommunications networks to send messages, and message dalivery cannot be guarantesd.

Thers 278 2 range of reasons why you may Not receve a text message on your mobile phona induding your text

message inbox was full or your mobile phone was swiiched off or nol in coverage. Mora information is provided in L¢ nod rely on receiving a waming message on your

the Frequenlly Asked Queastions. phone. You sill nesd fo prepare for an emergency and
you should not wait o receive a3 waming belore you
UL,




What do these systems have in common?

The primary concern of the user is resilience of the system,
in particular high availability.

-

B @



Let’s figure out how to create:

A great future for everyone
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What does a great future look like?
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How do we create:

More Resilient Systems?




Introducing:
Chaos Engineering
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What is
Chaos Engineering?

-



Chaos Engineering:

Thoughtful, planned experiments designed to
reveal the weakness in our systems.
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Inject something harmful, in order
to build an immunity







We can inject harm in hosts,
containers, pods, applications and
more.
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What is a
Chaos Engineer?




Chaos Engineer:

A vaccine research computer scientist.

SREs / Production Engineers commonly practice
Chaos Engineering.
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Chaos Engineer:
A vaccine research computer scientist.

_, Cremisy
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If your give yoursalf 3
shot to avoid getting sick, why don't you do
more to aveid downtime”
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Chaos Engineer:
A vaccine research computer scientist.

Vaccines to treat cancer

Researchers 2re lookirg at vaccines as a passible treatment fo- cancer.

In the same way that vacc nes work against diseases, the vaccines are mada to recognise
proteins that are on padicular cancer cells. This helps the immune system to recognise and mount
an attack against those particular cance- cells. These vaccines might helg to:

« stoo further growth of & cancer
« prevert a cancer from coming back
« dastroy any cancer cells left behind afler other treaiments

T——— e

http://www.cancerresearchuk.org/about-cancer/cancer-in-general/treatment/immunotherapy/types/vaccines-to-treat-cancer



The Bad Database Vaccine

What happens when the

database is unreachable? -
Does the database fail Nt
gracefully? ~___ BadDB| ¥ 3

/ Vaccine % '

Does the database have reliable \ &—ﬂ_ \[
and trustworthy monitoring? ;
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Injecting Harm in DynamoDB

Gremiins Garreday — Lats Break DynamoDB

Let’s break stuff

L Ad 2

https://www.gremlin.com/community/tutorials/gremlin-gameday-breaking-dynamodb/



What do you need before you can start doing:

Chaos Engineering




Prerequisites for Chaos Engineering



Prerequisites for Chaos Engineering

1. High Severity Incident Management

2. Monitoring
3. Measure the Impact of Downtime




Chaos Engineering Prerequisite #1:
High Severity Incident Management
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High Severity Incident Management:

The practice of recording, triaging, tracking, and
assigning business value to problems that
Impact critical systems.
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o Gremlin | Cevnrunt I Mastune Take

How To Establish a High Severity Incident
Management Program

How to establish a

S — —NNE

gremlin.com/community



http://gremlin.com/community
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What are

SEVs?




What are SEVs?
The term SEV is derived from “High Severity Incident”
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What are SEVs?

SEV Target

Level  Description resolution time Who is notified

SEV O  Catastrophic Resolve within Entire company
Service Impact 15 min

SEV1  Critical Service Resolve within 8  Teams working on
Impact hours SEV&CTO

SEV 2  High Service Impact  Resolve within Teams working on

24 hours SEV ‘ e



How Do You Determine SEV levels?

SEV levels —
Paid Product

1 =mn S-1emin 10 30min 32 Comin G2+ min



What is an example of SEV 0?

SEV Name: SEV 0 Runaway Cow (auto generated code names help your team
remember and refer to SEVs!)

SEV Description: Nintendo Switch eShop is down and not working
SEV Start Time: 08:40am Dec 25 2017 (Christmas Day)
What is the availability impact? 100%

What is the outage duration? 5 hours and 40 minutes
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What is an example of SEV 0?

Nintendo Switch NOT Nintendo’s eShop is down, ruining

YOI asgamers Christmas for anyone who got a Switch
unable to access online

& =
oCama ZSth, 2017 o =16 PM

NINTENDO S iy o g b dran il mwime Tir i whe hinvw regadlod lians
W w wand og gt 1e T ame cormads oa Chintwus Bogp

om Om @ o 26 l:z) Nirtendo's cnlne gama store appears ta be doan currently, meaning amyane who got a naw

Nintendo Switch for Chrigtras 2 gong to have a hard time coanleading games. Nintendo
anncunced 1hat they re working on & ‘i, but in the meantima, anjoy playing on your next-gen

OvOhverDammtt « Fux biver 250 Denerer 017

consak: on Chrstmas Dayl

Tha Swiich usee phyeical cartricges Tor gamees, or ugsees ara &0 to buy end downiced ¢amas
‘rom tha eShaop. Right naw, that's not an aption, aa If you have a Switch and & cigital code, you're

left ceing =ometh ng oise.
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What is the

The SEV Lifecycle?




The SEV

Lifecycle
DETECTION DIAGNOSIS MITIGATION = PREVENTION | CLOSURE DETECTION
Aot & Dage D ecover Irtroduce fix Uncerstand Cameday to Alert & page
for SEV 50Urce and mitigate | feol cauze replicate SV | for SEV
of SCY impact a4 completa and eartirm
GESEV Aley Irc1s redinhle
- Action itens
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How To Run A GameDay

~ Grermiin

How to Run a GameDay
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gremlin.com/community
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How do you identify your
critical systems?
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What are your critical tier 0 systems?

Traffic
Database
Storage
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Chaos Engineering Prerequisite #2:

Monitoring




Why Do You Need:
Monitoring




Why Monitor - The Google SRE Book

=  Crapher [+ Monitori-g Distribared 5,
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https://landing.google.com/sre/book/chapters/monitoring-distributed-systems.html




How Should You Use Monitoring




Critical Services Dashboard

Critical Services
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The Four Golden Signals - The Google SRE Book

= Chapter 6 - Monitoring Distributed Syste

The Four Golden Signals

The four golden signals of monitoring are latency, traffic, errors, and saturation. If you can only measure four metrics of
your user-facing system, focus on these four.

— —

https://landing.google.com/sre/book/chapters/monitoring-distributed-systems.html



The Four Golden Signals - The Google SRE Book

Monitoring Description Example
Signal
Latency The time it takes to service a request. | HTTP 500 error triggered due to loss of
connection to a database
Traffic A measure of how much demand is For a web service, this measurement is
being placed on your system usually HTTP requests per second
Errors The rate of requests that fail, either Catching HTTP 500s at your load balancer
explicitly, implicitly or by policy. can do a decent job of catching all completely
failed requests.
Saturation How "full" your service is. Should also |It looks like your database will fill its hard drive

signal impending saturation.

in 4 hours.

https://landing.google.com/sre/book/chapters/monitoring-distributed-systems.html




m What Happens If You Do Chaos Engineering
Without Monitoring?




You won’t know what’s happening




Chaos Engineering Prerequisite #3:
Measure The Impact Of Downtime
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Measure The Impact Of Downtime

We need to understand how SEV 0Os
Impact our customers and business.




Measure The Impact Of Downtime

System Impact:
+ Availability
 Durability

Customer/Business Impact:
« Outcome

« Cost
« Time




What is the impact of the Nintendo Switch eShop SEV 0?

SEV Description: Nintendo Switch eShop is down and not working
What is the availability impact? 100%

Time? 5 hours and 40 minutes

Cost?

Outcome? Switch users all over the world can’t buy games

< dhd




Now we’re ready to get started with:

Chaos Engineering




Chaos Engineering Use Case: Twilio

G twilio s

| ot | wes || rwiowns || owe: | fweer || e || s |

Chacs Eng neering at Twilio with Ratecueuz HA

bv Michaml Wene o Novermber 16 2917 OB =3O

Ll @ROes ird Corlatlly wirkng O) srgrovrg S Cork Sirncis Lomed &
wuviird § slnit M nailNEY ) & 4y 0o wWi ragar ty v @il hading whena Lt
ocuurs b ¢ ey meause of schivring wiph swdleblits. Avcertly, Twitic uoed Oheon
Ertinneing 10 Ut the 1as dnd elirinuls the seed i human istervinion ko
oo Tt aine s gy S SOk < g aond -l Bt Ay ateon Rt

Seaurh

Aorir redie N G Vet el
SUIA NS ro] peadadl On Of veedl
aed UL segdvat et

Posts By Bxk
ART  Jdrovine  Iw
Keeled e Pyl

Ry | wit

Posts By Frodect

NAE  Deaguarmsable At
WMWY Tob R
Twio Jhert | Twillo Video:
Vhics

R —

—




Chaos Engineering Case Study: Twilio

‘I Szrvice Dizcovery

-

Ratequeue Chaos has 3 goals: sk v i asay /"
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1. Pick ashard \4' /
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2. Kill primary ~ \ ™ P P4
3. Monitor recovery. ™~~~ LRurmayis L
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Share The
Chaos Engineering
Journey Widely
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Share The Chaos Engineering Journey Widely

Do a Chaos Engineering Kick Off @ All Hands
Send email updates & progress reports

Run Monthly Metrics Reviews

Deliver Presentations
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What is
Gremlin?
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What is Gremlin?

Everything you need to do Chaos Engineering




Gremlin Chaos Engineering Attacks

There are a range of attacks built-in and ready to run on Linux.

Type of Attack Attack Gremlin Support
(March 2018)
Resource CPU
Resource Disk
Resource 10
Resource Memory
State Process Killer
State Shutdown
State Time Travel
Network Blackhole
Network DNS
Network Latency ; ‘ ‘?' ‘4 '
Network Packet Loss R




Live Chaos Engineering

Demo
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Create a Kubernetes Cluster

How to Create a Kubernetes Clusier on
Ubuntu 16.08 with kudeadm and Weave Net

e g v s v -t b - . o
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gremlin.com/community
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Create a Kubernetes Cluster

Master

159.65.85.204

Node 1 Node 2 Node 3

159.65.85.158 159.65.85.169 159.65.85.202




Host Level Chaos Engineering With Kubernetes

#!/bin/bash
# Script for CPU Chaos

cat << EOF > /tmp/infiniteburn.sh
#!/bin/bash
while true;
do openssl speed;
done
EOF

#Will cause a ton of chaos!
for 1 in {1..32}
do

nohup /bin/bash /tmp/infiniteburn.sh & “, 4‘
done R


http://gremlin.com/community

Create a Kubernetes Daemonset For Gremlin

tammy@k8s-01:~$ vim daemonset. yaml[j

tammy@®k8s-01: ~$ kubectl create -f daemonset. yamll
daemonset "gremlin" created

b


http://gremlin.com/community

Create a Kubernetes Daemonset For Gremlin

tammy@k8s-01:~$ vim daemonset.yaml]j

Insert yams



http://gremlin.com/community

View Your Kubernetes Pods

tamy@k8c-01: -5 kubectl get pods --ramespace sock-shop

NAME READY STATUS RESTARTS AGE
carts-74f4558ch8-9pasl 171 Running 0O 9m
carts-db-7fcddrbc79-stsxh 1/1 Running @ 9m
catalogue-676d4b9f7¢c-vnzsg 1/1 Running @ 9m
catalogue-db-5¢67cdc8cd-2nddq 171 Running @ 9m
front-end-977bfd85-dv2ck 1/1 Running @ 9m
gremlin-5sxzt 171 Running @ Im
gremlin-cnYgw 1/1 Running @ Im
gremlin-j»215 171 Running @ 1m
orders-787bf5b89f-5fbn? 1/1 Running © 9m
orders-db-775655b575 - r6fwx 171 Running © 9m
payment-75f75bd67f-c976t 1/1 Running © O9m
queue-master-5c86964795-kacsS 171 Running @ 9m
rabbitmq-26d887875-06t46 171 Running © 9m
shipping-5bd69fb4cc-xrqbm 1/1 Running @ 9m
user-5bd959¢468-xrtgb 171 Running @ 9m
user-db-5f9d89bbbo- jzkbn 1/1 Running @ 9m




Run An Attack From The Gremlin Control Panel
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Monitor Your Chaos Engineering Attack

s R RN AR AR RN RN RN AR RN AR RN RN 1] 653.6%] Tasks: 80, 49 th~: 2 runung
S CHLEREErrr el ARRR 42.2¢] Load average: 1.13 0.61 6.36
an[llllllllIIII||||IIl|I||I||I|Il||III| |||||||||||l|||||l||||1.78(’|/3.F;(}ﬁ] Ual-me: 4 days, 16:53:44
Swp[ 0/0<]

PID USER PRI NI VIRT RES SHR 5 CPUY% MEVEG  TIME+ Cowvand
28392 root 20 0O 15864 13762 4184 5 98.7 0.3 0:45.30 grenlin attack cpu -¢ 1 -1 €0

4 015864 13762 41834 R 98.1 A3 0:45.75 grenlin atback cpu -¢ 1 -1 B0




Monitor Your Chaos Engineering Attack

Your infrastructure




Notify Your Team

o Gremlin AFF 451 pMm
© Started: cpu attack Show Rerun Halt

User
tammybutow@gmail.com

Length

60 seconds

Successful: cpu attack Show Rerun

User
tammybutow@gmail.com

Length

60 seconds

Team
tammy

Kind
WebApp

Team
tammy

Kind
WebApp
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Let’'s Review:

The Path To Chaos Engineering
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The Path To Chaos Engineering

High Severity Measure the
Incident impact of
Management downtime
Chaos
Engineering Make & Measure
Improvements
Monitoring




Blast Radius and Advanced Chaos

High Severity Measure the
Incident impact of
Management downtime
Chaos
Engineering Make & Measure
Improvements
Monitoring

-



How do you

Make Improvements?
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1.
2.
3.
4.
5.
6.

How do you make improvements?

Build - Build a new system / improve existing
Borrow - Use open source / contribute to OS
Buy - Use 3rd party systems

Brush up - GameDays / Team training

Break - Chaos Engineering / Failure injection
Begone - Decommission systems / delete code



Always Measure Improvements
Tell a story of before and after with metrics
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The world needs:

More Resilient Systems




You can create:

More Resilient Systems!




Join us on this journey!
gremlin.com/community
- gremlin.com/slack

L


http://gremlin.com/community
http://gremlin.com/slack

Thanks!

@tammybutow
gremlin.com




